




 
Zbornik 27. mednarodne multikonference 

INFORMACIJSKA DRUŽBA – IS 2024 
Zvezek A 

 
 

Proceedings of the 27th International Multiconference 

INFORMATION SOCIETY – IS 2024 
Volume A 

 
 
 
 
 
 
 

Slovenska konferenca o umetni inteligenci 
Slovenian Conference on Artificial Intelligence 

 
 
 

Uredniki / Editors 
 

Mitja Luštrek, Matjaž Gams, Rok Piltaver 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

http://is.ijs.si 
 

 
10.–11. oktober 2024 / 10–11 October 2024 

Ljubljana, Slovenia 

http://is.ijs.si/


 

Uredniki: 

 

 

Mitja Luštrek 

Odsek za inteligentne sisteme, Institut »Jožef Stefan«, Ljubljana 

 

Matjaž Gams 

Odsek za inteligentne sisteme, Institut »Jožef Stefan«, Ljubljana 

 

Rok Piltaver 

Outfit7, Ljubljana 

 

 

 

 

 

Založnik: Institut »Jožef Stefan«, Ljubljana 

Priprava zbornika: Mitja Lasič, Vesna Lasič, Lana Zemljak 

Oblikovanje naslovnice: Vesna Lasič 

 

 

 

 
Dostop do e-publikacije: 
http://library.ijs.si/Stacks/Proceedings/InformationSociety 

 

 

Ljubljana, oktober 2024 

 

 

Informacijska družba 

ISSN 2630-371X 

 

 
Kataložni zapis o publikaciji (CIP) pripravili v Narodni in univerzitetni knjižnici v Ljubljani 
COBISS.SI-ID 214409987 
ISBN 978-961-264-299-0 (PDF) 
 

 

 

http://library.ijs.si/Stacks/Proceedings/InformationSociety
http://cobiss.si/
https://plus.cobiss.net/cobiss/si/sl/bib/214409987


 

PREDGOVOR MULTIKONFERENCI 

INFORMACIJSKA DRUŽBA 2024 

Leto 2024 je hkrati udarno in tradicionalno. Že sedaj, še bolj pa v prihodnosti bosta računalništvo, informatika 

(RI)  in umetna inteligenca (UI) igrali ključno vlogo pri oblikovanju napredne in trajnostne družbe. Smo na 

pragu nove dobe, v kateri generativna umetna inteligenca, kot je ChatGPT, in drugi inovativni pristopi utirajo 

pot k superinteligenci in singularnosti, ključnim elementom, ki bodo definirali razcvet človeške civilizacije. 

Naša konferenca je zato hkrati tradicionalna znanstvena, pa tudi povsem akademsko odprta za nove pogumne 

ideje, inkubator novih pogledov in idej.  

Letošnja konferenca ne le da analizira področja RI, temveč prinaša tudi osrednje razprave o perečih temah 

današnjega časa – ohranjanje okolja, demografski izzivi, zdravstvo in preobrazba družbenih struktur. Razvoj 

UI ponuja rešitve za skoraj vse izzive, s katerimi se soočamo, kar poudarja pomen sodelovanja med 

strokovnjaki, raziskovalci in odločevalci, da bi skupaj oblikovali strategije za prihodnost. Zavedamo se, da 

živimo v času velikih sprememb, kjer je ključno, da s poglobljenim znanjem in inovativnimi pristopi 

oblikujemo informacijsko družbo, ki bo varna, vključujoča in trajnostna. 

Letos smo ponosni, da smo v okviru multikonference združili dvanajst izjemnih konferenc, ki odražajo širino 

in globino informacijskih ved: CHATMED v zdravstvu, Demografske in družinske analize, Digitalna 

preobrazba zdravstvene nege, Digitalna vključenost v informacijski družbi – DIGIN 2024, Kognitivna 

znanost, Konferenca o zdravi dolgoživosti, Legende računalništva in informatike, Mednarodna konferenca o 

prenosu tehnologij, Miti in resnice o varovanju okolja, Odkrivanje znanja in podatkovna skladišča – SIKDD 

2024, Slovenska konferenca o umetni inteligenci, Vzgoja in izobraževanje v RI. 

Poleg referatov bodo razprave na okroglih mizah in delavnicah omogočile poglobljeno izmenjavo mnenj, ki 

bo oblikovala prihodnjo informacijsko družbo. “Legende računalništva in informatike” predstavljajo 

slovenski “Hall of Fame” za odlične posameznike s tega področja, razširjeni referati, objavljeni v reviji 

Informatica z 48-letno tradicijo odličnosti, in sodelovanje s številnimi akademskimi institucijami in 

združenji, kot so ACM Slovenija, SLAIS in Inženirska akademija Slovenije, bodo še naprej spodbujali razvoj 

informacijske družbe. Skupaj bomo gradili temelje za prihodnost, ki bo oblikovana s tehnologijami, 

osredotočena na človeka in njegove potrebe. 

S podelitvijo nagrad, še posebej z nagrado Michie-Turing, se avtonomna RI stroka vsakoletno opredeli do 

najbolj izstopajočih dosežkov. Nagrado Michie-Turing za izjemen življenjski prispevek k razvoju in 

promociji informacijske družbe je prejel prof. dr. Borut Žalik. Priznanje za dosežek leta pripada prof. dr. Sašu 

Džeroskemu za izjemne raziskovalne dosežke. »Informacijsko limono« za najmanj primerno informacijsko 

tematiko je prejela nabava in razdeljevanjem osebnih računalnikov ministrstva, »informacijsko jagodo« kot 

najboljšo potezo pa so sprejeli organizatorji tekmovanja ACM Slovenija. Čestitke nagrajencem! 

Naša vizija je jasna: prepoznati, izkoristiti in oblikovati priložnosti, ki jih prinaša digitalna preobrazba, ter 

ustvariti informacijsko družbo, ki bo koristila vsem njenim članom. Vsem sodelujočim se zahvaljujemo za 

njihov prispevek k tej viziji in se veselimo prihodnjih dosežkov, ki jih bo oblikovala ta konferenca. 

 

Mojca Ciglarič, predsednica programskega odbora 

Matjaž Gams, predsednik organizacijskega odbora 
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PREFACE TO THE MULTICONFERENCE 

INFORMATION SOCIETY 2024 

The year 2024 is both ground-breaking and traditional. Now, and even more so in the future, computer 

science, informatics (CS/I), and artificial intelligence (AI) will play a crucial role in shaping an advanced and 

sustainable society. We are on the brink of a new era where generative artificial intelligence, such as 

ChatGPT, and other innovative approaches are paving the way for superintelligence and singularity—key 

elements that will define the flourishing of human civilization. Our conference is therefore both a traditional 

scientific gathering and an academically open incubator for bold new ideas and perspectives. 

This year's conference analyzes key CS/I areas and brings forward central discussions on pressing 

contemporary issues—environmental preservation, demographic challenges, healthcare, and the 

transformation of social structures. AI development offers solutions to nearly all challenges we face, 

emphasizing the importance of collaboration between experts, researchers, and policymakers to shape future 

strategies collectively. We recognize that we live in times of significant change, where it is crucial to build 

an information society that is safe, inclusive, and sustainable, through deep knowledge and innovative 

approaches. 

This year, we are proud to have brought together twelve exceptional conferences within the multiconference 

framework, reflecting the breadth and depth of information sciences: 

• CHATMED in Healthcare 

• Demographic and Family Analyses 

• Digital Transformation of Healthcare Nursing 

• Digital Inclusion in the Information Society – DIGIN 2024 

• Cognitive Science 

• Conference on Healthy Longevity 

• Legends of Computer Science and Informatics 

• International Conference on Technology Transfer 

• Myths and Facts on Environmental Protection 

• Data Mining and Data Warehouses – SIKDD 2024 

• Slovenian Conference on Artificial Intelligence 

• Education and Training in CS/IS. 

In addition to papers, roundtable discussions and workshops will facilitate in-depth exchanges that will help 

shape the future information society. The “Legends of Computer Science and Informatics” represents 

Slovenia’s “Hall of Fame” for outstanding individuals in this field. At the same time, extended papers 

published in the Informatica journal, with over 48 years of excellence, and collaboration with numerous 

academic institutions and associations, such as ACM Slovenia, SLAIS, and the Slovenian Academy of 

Engineering, will continue to foster the development of the information society. Together, we will build the 

foundation for a future shaped by technology, yet focused on human needs. 

The autonomous CS/IS community annually recognizes the most outstanding achievements through the 

awards ceremony. The Michie-Turing Award for an exceptional lifetime contribution to the development and 

promotion of the information society was awarded to Prof. Dr. Borut Žalik. The Achievement of the Year 

Award goes to Prof. Dr. Sašo Džeroski. The "Information Lemon" for the least appropriate information topic 

was given to the ministry's procurement and distribution of personal computers. At the same time, the 

"Information Strawberry" for the best initiative was awarded to the organizers of the ACM Slovenia 

competition. Congratulations to all the award winners! 

Our vision is clear: to recognize, seize, and shape the opportunities brought by digital transformation and 

create an information society that benefits all its members. We thank all participants for their contributions 

and look forward to this conference's future achievements. 

 

Mojca Ciglarič, Chair of the Program Committee 

Matjaž Gams, Chair of the Organizing Committee 
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PREDGOVOR 

 

 

Umetna inteligenca doživlja neverjeten in pospešen razvoj, ko se po tričetrt stoletja, ko je 

Alan Mathison Turing postavil temelje računalništva in umetne inteligence, končno približuje 

ne le človeški inteligenci, temveč tudi drugim ključnim človeškim lastnostim, kot sta 

ustvarjalnost, čustvena inteligenca in zavest. Na številnih področjih umetna inteligenca že 

presega zmogljivosti večine ljudi in celo strokovnjakov. Veliki jezikovni modeli dosegajo 

tovrstne rezultate tudi pri dosti manj strukturiranih problemih, kot je bilo predstavljivo pred 

nekaj leti, npr. pri strokovnih izpitih ter besedilnih nalogah iz matematike in programiranja. 

 

Generativna umetna inteligenca že zdaj spreminja svet. Postala je nepogrešljivo orodje v 

poslovnem svetu, raziskavah in vsakdanjem življenju, saj omogoča pisanje besedil, 

ustvarjanje kode, generiranje slik in reševanje kompleksnih problemov. Možno je celo, da 

smo priča začetkom singularnosti – prelomnega trenutka, ko bo umetna inteligenca presegla 

človeško inteligenco in omogočila revolucijo na področju produktivnosti in inovacij, čeprav 

bo treba na sodbo o tem še počakati. Optimizem glede prihodnosti je utemeljen: če se bo 

razvoj nadaljeval s trenutnim tempom, si lahko predstavljamo svet, kjer bo umetna inteligenca 

povsem preoblikovala gospodarstvo, znanost in način življenja, pri čemer bo omogočila višjo 

kakovost življenja za vse. 

 

Čeprav nekateri umetno inteligenco vidijo kot grožnjo, njen trenutni razmah resnejših težav še 

ni prinesel. Nadejamo se, da bo zadosten del raziskav usmerjen v varnost umetne inteligence, 

da bo tako ostalo. Z morebitnimi škodljivimi učinki umetne inteligence se spopadajo tudi 

regulatorji, za katere upamo, da bodo uspešno krmarili med tem ciljem in pretiranim 

zaviranjem razvoja. 

 

Dostopnost velikih jezikovnih modelov, kot so GPT-ji, pomeni, da so naloge, ki zahtevajo 

razumevanje in generiranje naravnega jezika, lažje kot kadar koli prej. Mnogi raziskovalci 

verjamejo, da bo prihodnost programiranja prešla iz tradicionalnih jezikov, kot je Python, na 

velike jezikovne modele, kjer bo umetna inteligenca generirala kodo in rešitve po meri. 

Čeprav je razvoj teh modelov zahtevna naloga, ki presega zmožnosti večine organizacij, se 

ljudje navajamo na uporabo tega fenomenalnega orodja. Pričakujemo, da bo umetna 

inteligenca postala učinkovit in zanesljiv partner človeštva. 

 

Že letos vidimo, da so konference v sklopu Informacijske družbe posvečene prav velikim 

jezikovnim modelom. V okviru Slovenske konference o umetni inteligenci organiziramo 

formalno debato dijakov – izkušenih debaterjev, ki se udeležujejo mednarodnih tekmovanj – o 

tem, kako bo umetna inteligenca oblikovala prihodnost in zakaj bi to lahko bila najboljša 

prihodnost doslej. 

 

 

Matjaž Gams 

Mitja Luštrek 

Rok Piltaver 

predsedniki Slovenske konference o umetni inteligenci 
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FOREWORD 

 

 

Artificial intelligence is experiencing incredible and accelerated development. After three-

quarters of a century since Alan Mathison Turing laid the foundations of computing and 

artificial intelligence, it is finally approaching not only human intelligence but also other key 

human traits such as creativity, emotional intelligence and consciousness. In many areas, 

artificial intelligence already surpasses the capabilities of most people and even experts. Large 

language models are achieving such results even in much less structured problems than was 

imaginable a few years ago, such as professional exams, and mathematics and programming 

tasks described in free text. 

 

Generative artificial intelligence is already transforming the world. It has become an 

indispensable tool in the business world, research, and everyday life, enabling text writing, 

code generation, image creation, and solving complex problems. It is even possible that we 

are witnessing the beginnings of the singularity—the pivotal moment when artificial 

intelligence will surpass human intelligence and enable a revolution in productivity and 

innovation, although time will show whether this is actually the case. Optimism about the 

future is well-founded: if development continues at its current pace, we can imagine a world 

where artificial intelligence completely transforms the economy, science, and way of life, 

leading to a higher quality of life for all. 

 

Although some see artificial intelligence as a threat, its current rapid progress has not yet led 

to serious problems. We hope that a sufficient part of the research will be directed towards AI 

safety so that this remains the case. Regulators are also addressing the potential harmful 

effects of artificial intelligence, and we hope they will successfully navigate between this goal 

and excessive hindering of development. 

 

The accessibility of large language models, such as GPTs, means that tasks requiring the 

understanding and generation of natural language are easier than ever before. Many 

researchers believe that the future of programming will shift from traditional languages, like 

Python, to large language models, where artificial intelligence will generate custom code and 

solutions. Although developing these models is a challenging task beyond the capabilities of 

most organizations, people are getting accustomed to using this phenomenal tool. We expect 

artificial intelligence to become an effective and reliable partner for humanity. 

 

Already this year, we are seeing conferences within the framework of the Information Society 

dedicated to large language models. As part of the Slovenian Conference on Artificial 

Intelligence, we are organizing a formal debate for high school students—experienced 

debaters who participate in international competitions—on how artificial intelligence will 

shape the future and why this might be the best future yet. 

 

 

Matjaž Gams 

Mitja Luštrek 

Rok Piltaver 

Slovenian Conference on Artificial Intelligence chairs 
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PandaChat-RAG:
Towards the Benchmark for Slovenian RAG Applications

Taja Kuzman
Tanja Pavleska
{taja,tanja}@pc7.io

PC7, d.o.o.
Ljubljana, Slovenia
Jožef Stefan Institute
Ljubljana, Slovenia

Urban Rupnik
Primož Cigoj

{urban,primoz}@pc7.io
PC7, d.o.o.

Ljubljana, Slovenia

Abstract
Retrieval-augmented generation (RAG) is a recent method for
enriching the large language models’ text generation abilities
with external knowledge through document retrieval. Due to
its high usefulness for various applications, it already powers
multiple products. However, despite the widespread adoption,
there is a notable lack of evaluation benchmarks for RAG systems,
particularly for less-resourced languages. This paper introduces
the PandaChat-RAG – the first Slovenian RAG benchmark estab-
lished on a newly developed test dataset. The test dataset is based
on the semi-automatic extraction of authentic questions and an-
swers from a genre-annotated web corpus. The methodology for
the test dataset construction can be efficiently applied to any of
the comparable corpora in numerous European languages. The
test dataset is used to assess the RAG system’s performance in re-
trieving relevant sources essential for providing accurate answers
to the given questions. The evaluation involves comparing the
performance of eight open- and closed-source embedding models,
and investigating how the retrieval performance is influenced
by factors such as the document chunk size and the number of
retrieved sources. These findings contribute to establishing the
guidelines for optimal RAG system configurations not only for
Slovenian, but also for other languages.

Keywords
retrieval-augmented generation, RAG, embedding models, large
language models, LLMs, benchmark, Slovenian

1 Introduction
The advent of large language models (LLMs) has introduced sig-
nificant advancements in the field of natural language processing
(NLP). Although LLMs have shown impressive capabilities in gen-
erating coherent text, they are prone to hallucinations [7, 16], i.e.,
providing false information. Furthermore, they are dependent on
static and potentially outdated corpora [9]. Retrieval-augmented
generation (RAG) is a method devised to address these challenges
by augmenting LLMs with external information retrieved from a
provided document collection. Connecting LLMs with a relevant
database improves the factual accuracy and temporal relevance
of the generated responses. Moreover, RAG contributes to the
explainability of the generated answers by providing verifiable

Permission to make digital or hard copies of all or part of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for third-party components of this
work must be honored. For all other uses, contact the owner/author(s).
Information Society 2024, 7–11 October 2024, Ljubljana, Slovenia
© 2024 Copyright held by the owner/author(s).
https://doi.org/10.70314/is.2024.scai.538

sources, which facilitates the evaluation of the system’s accu-
racy [2]. These advantages have spurred quick adoption of RAG
systems across various applications. For instance, PandaChat1
leverages RAG to provide explainable responses with high accu-
racy in Slovenian and other languages, integrated in customer
service bots and platforms that allow LLM-based retrieval of
information from texts.

Although RAG benchmarking is a relatively recent endeavor,
some initial frameworks have already emerged [3, 5, 7]. However,
these benchmarks are only limited to English and Chinese, leav-
ing a gap in the evaluation of RAG systems for other languages.
To address this gap, we make the following contributions:

• We present the first benchmark for RAG systems for the
Slovenian language. The benchmark is based on the newly
developed PandaChat-RAG-sl test dataset2, which com-
prises authentic questions, answers and source texts.

• We introduce amethodology for an efficient semi-automated
development of RAG test datasets that is easily replica-
ble for the languages included in the MaCoCu [1] and
CLASSLA-web corpora collections [10], which include
all South Slavic languages, Albanian, Catalan, Greek, Ice-
landic, Maltese, Ukrainian and Turkish.

• As the first step of RAG evaluation, we evaluate the re-
triever’s performance in terms of its ability to provide
relevant sources crucial to retrieve accurate answers to
the posed questions. The evaluation encompasses compar-
ison of performance of several open- and closed-source
embedding models. Furthermore, we provide insights on
the impact of the document chunk size and the number
of retrieved sources, to identify optimal configurations
of the indexing and retrieval components for robust and
accurate retrieval.

The paper is organized as follows: in Section 2, we provide an
introduction to the previous research concerning the evaluation
of RAG systems; Section 3 introduces the PandaChat-RAG-sl
dataset (Section 3.1) and the RAG system architecture (Section
3.2), which is evaluated in Section 4. Finally, in Section 5, we
conclude the paper with a discussion of the main findings and
suggestions for future work.

2 Related Work
Despite the recent introduction of the RAG architecture, several
benchmarking initiatives have already emerged [3, 5, 7, 15]. How-
ever, since the RAG systems can be applied to various end tasks,
the benchmarks focus on different aspects of these systems. Inter

1https://pandachat.ai/
2The PandaChat-RAG benchmark and its test dataset are openly available at https:
//github.com/TajaKuzman/pandachat-rag-benchmark.
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alia, current benchmarks assess their performance in text citation
[7], text continuation, question-answering with support of exter-
nal knowledge, hallucination modification, and multi-document
summarization [12].

The closest to our work is the evaluation of the RAG systems
on the task of Attributable Question Answering [2]. This task
involves providing a question as input to the system, which
then generates both an answer and an attribution, indicating the
source text on which the answer is based. The advantage of this
task over the closed-book question-answering task is that it also
measures the system’s capability to provide the correct source.

The majority of RAG benchmarks assess RAG systems in Eng-
lish [3, 5, 7, 15] or Chinese [5, 12]. Consequently, the general-
izability of their findings to other languages remains uncertain.
Furthermore, a limitation of many benchmarks is their reliance
on synthetic data generated by LLMs [5, 12, 15]. To avoid poten-
tial biases introduced by LLMs and to better represent the com-
plexity and diversity of real-world language use, a more reliable
evaluation would be based on non-synthetic test datasets. De-
spite focusing on a different task, recent research [6] has shown
that resource-efficient development of non-synthetic and non-
machine translated question-answering datasets is feasible by
leveraging the availability of general web corpora and genre
classifiers.

3 Methodology
3.1 PandaChat-RAG-sl Dataset
The PandaChat-RAG-sl dataset comprises questions, answers,
and the corresponding source texts that encompass the answers.
It was created through a semi-automated process involving the
extraction of texts from the Slovenian web corpus CLASSLA-
web.sl 1.0 [11], followed by a manual extraction of high-quality
instances. Since the texts were automatically extracted from a
general text collection, the dataset encompasses a diverse range
of topics that were not predefined or decided upon.

The CLASSLA-web.sl 1.0 corpus is a collection of texts, col-
lected from the web in 2021 and 2022 [10]. It was chosen due
to its numerous advantages: 1) it has high-quality content, with
the majority of texts meeting the criteria for publishable quality
[17]; 2) it is one of the largest and most up-to-date collections
of Slovenian texts, comprising approximately 4 million texts; 3)
the texts are enriched with genre labels, facilitating genre-based
text selection; and 4) it is developed in the same manner as 6
other CLASSLA-web corpora [10] and 7 additional MaCoCu web
corpora in various European languages [1]. This enables easy
expansion of the benchmark to other languages, including all
South Slavic languages and various European languages, such as
Albanian, Catalan, Greek, Icelandic, Ukrainian and Turkish.

The development of the PandaChat-RAG-sl dataset involves
the following steps: 1) the genre-based selection of texts from the
CLASSLA-web.sl corpus; 2) the extraction of texts that comprise
paragraphs endingwith a question (80,215 texts); 3) the extraction
of questions and answers (paragraphs, following the question);
4) a manual review process to identify high-quality instances. In
the genre-based selection phase, we extract texts labeled with
genres that are most likely to contain objective questions and
answers, that is, Information/Explanation, Instruction and Legal.

In its present iteration, the dataset consists of 206 instances
derived from the first 1,800 extracted texts. It is important to
note that this effort can easily be continued with further manual

Table 1: Statistics for the PandaChat-RAG-sl dataset.

Number
Instances 206

Unique texts 160
Words (questions) 1,184

Words (texts w/o questions) 83,467
Total words (questions + texts) 84,651

inspection of the extracted texts should there be a need to prepare
a larger dataset.

Table 1 provides the statistical overview for the PandaChat-
RAG-sl dataset. The dataset consists of 206 instances, that is,
triplets of a question, an answer and a source text, derived from
160 texts. The total size of the dataset is 84,651 words, encom-
passing both the questions and the texts containing the answers.

3.2 RAG System
The RAG pipeline encompasses three main components: index-
ing, retrieval, and text generation. During the indexing phase, the
user-provided text collection is transformed into a database of
numerical vectors (embeddings) to facilitate document retrieval
by the retriever. This process involves segmenting the documents
into fixed-length chunks, which are then converted into embed-
dings using large language models. The choice of the embedding
model and the chunk size are critical factors that can signifi-
cantly impact the retrieval performance of the model. Selecting
an appropriate embedding model is essential to ensure that the
textual information is converted into a meaningful numerical
representation for effective retrieval. Moreover, the chunk size, in
terms of the number of tokens, plays a crucial role in determining
the informativeness of the embeddings. Incorrect chunk sizes
may lead to numerical vectors that lack important information
necessary for connecting the question to the corresponding text
chunk, thereby compromising retrieval accuracy [12].

When presented with a question, the retrieval component uses
the semantic search (also known as dense retrieval) to retrieve
the most relevant text chunks. The search is based on determin-
ing the smallest cosine distance between the chunk vectors and
the question vector. Lastly, during the text generation phase,
the retriever provides the large language model (LLM) with a
selection of top retrieved sources. The LLM is prompted to pro-
vide a human-like answer to the provided question based on the
retrieved text sources. The selection of an appropriate number
of top retrieved sources is crucial in this phase: including more
than just one retrieved source may enhance retrieval accuracy
and address situations where the first retrieved source fails to
encompass all relevant information, especially in the case when
more texts cover the same subject matter. However, increasing
the number of sources also leads to a longer prompt provided
to the LLM, potentially increasing the costs of using the RAG
system.

In this study, we assess the indexing and retrieval compo-
nents, focusing on the impact of different embedding models,
chunk sizes, and the number of retrieved sources on retrieval
performance.

Embedding Models. The evaluation includes a range of mul-
tilingual open-source and closed-source models. The selection
of open-source models is based on the Massive Text Embedding
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Benchmark (MTEB) Leaderboard3 [13]. Specifically, we choose
medium-sized multilingual models with up to 600 million pa-
rameters that have demonstrated strong performance on Polish
and Russian – Slavic languages that are linguistically related to
Slovenian. The models used in the evaluation are:

• Closed-source embedding models provided by the OpenAI:
an older model text-embedding-ada-002 (OpenAI-Ada) [8],
and two recently published models: text-embedding-3-
small (OpenAI-3-small), and text-embedding-3-large (OpenAI-
3-large) [14].

• Open-source embedding models, available on the Hugging
Face repository: BGE-M3 model [4], base-sized mGTE
model (mGTE-base) [19], and small (mE5-small), base
(mE5-base) and large sizes (mE5-large) of the Multilin-
gual E5 model [18].

Chunk size. The impact of the chunk size on retrieval per-
formance is assessed by varying chunk sizes of 128, 256, 512,
and 1024 tokens, with a default chunk overlap of 20 tokens. In
these experiments, the performance is evaluated based on the
first retrieved source.

Number of retrieved sources. Previous work indicates that in-
creasing the number of retrieved sources improves the retrieval
accuracy [12]. In this study, we examine the retrieval accuracy
of embedding models, with a chunk size set to 128 tokens, when
the models retrieve 1 to 5 sources. In this scenario, if any of the
multiple retrieved sources matches the correct source, the output
is evaluated as being correct.

The retrieval capabilities of the RAG system are evaluated
on the task of Attributed Question-Answering. The evaluation
is based on accuracy, measured as the percentage of questions
correctly matched with the relevant source.

The experiments are performed using the LlamaIndex library4.
The chunk size is defined using the SentenceSplitter method in
the indexing phase. Number of retrieved sources (similarity top
k), the embedding model and the prompt for the LLM model are
specified as parameters of the chat engine. The closed-source
embedding models are used via the OpenAI API, while the ex-
periments with the open-source models are conducted on a GPU
machine.

4 Experiments and Results
In this section, we present the results of the experiments examin-
ing the impact of the chunk size, the number of retrieved sources,
and the selection of the embedding model on the retrieval per-
formance of the RAG system.

4.1 Chunk Size
Figure 1 shows the impact of the chunk size on the retrieval
performance of the RAG systems that are based on different em-
bedding models. The findings suggest that, with the exception of
the OpenAI-Ada model, all systems demonstrate the best perfor-
mance when the text chunk size is set to 128 tokens. Increasing
the chunk size hinders the retrieval performance, which is con-
sistent with previous research [12]. These results confirm that
smaller chunk sizes enable the embedding models to capture finer
details that are essential for retrieving the most relevant text for
the given question.

3https://huggingface.co/spaces/mteb/leaderboard
4https://www.llamaindex.ai/

Figure 1: The impact of the chunk size on the retrieval
performance.

4.2 Number of Retrieved Sources
Figure 2 shows the performance of the RAG systems when in-
creasing the number of retrieved sources. The results demon-
strate that increasing the number of retrieved sources initially
improves the performance, however, after a certain threshold,
the performance levels off.

Increasing the number of retrieved sources results in larger
inputs to the LLM in the text generation component, incurring
higher costs. Using more than two retrieved sources does not
significantly improve results in most systems. What is more, with
the top two retrieved sources, certain embedding models, namely,
BGE-M3 and mE5-large, already reach perfect accuracy. Thus,
our findings indicate that using more than the top two retrieved
sources is unnecessary.

Figure 2: Impact of the number of retrieved sources on the
retrieval performance.

4.3 Embedding Models
We provide the final comparison of the performance of systems
that use different embedding models. We use the parameters
that have shown to provide the best results in the previous ex-
periments: the chunk size of 128 tokens and top two retrieved
sources. As shown in Table 2, the retrieval systems that use the
open-source BGE-M3 and mE5-large embedding models achieve
the perfect retrieval score. They are closely followed by the closed-
source OpenAI-3-small and the mE5-base models which achieve

9

https://huggingface.co/spaces/mteb/leaderboard
https://www.llamaindex.ai/


Information Society 2024, 7–11 October 2024, Ljubljana, Slovenia Kuzman et al.

Table 2: Performance comparison between the open-source
and closed-source embedding models.

embedding model speed (s) retrieval accuracy
BGE-M3 0.58 100
mE5-large 0.58 100

OpenAI-3-small 0.69 99.51
mE5-base 0.29 99.51

OpenAI-3-large 1.19 99.03
mGTE-base 0.31 99.03
OpenAI-Ada 0.63 98.54
mE5-small 0.15 98.54

accuracy of 99.5%.While having slightly lower scores, all other re-
trieval systems still achieve high performance, ranging between
98.5% and 99% in accuracy.

Additionally, Table 2 provides the inference speed of the mod-
els measured in seconds per instance. If inference speed is a
priority, the mE5-base model emerges as the optimal selection, as
it yields high retrieval accuracy of 99.51% and is two times faster
than the two best performing models. In cases where users are re-
stricted to closed-source models due to the unavailability of GPU
resources, the OpenAI-3-small model stands out as the most suit-
able option. Its inference speed is comparable to the OpenAI-Ada
model, while it achieves a superior retrieval accuracy.

5 Conclusion and Future Work
In this paper, a novel test dataset was introduced to assess the
performance of the RAG system on Slovenian language. A gen-
eral methodology for efficient creating of non-synthetic RAG
test datasets was established that can be extended to other lan-
guages. We evaluated the retrieval accuracy of the RAG system,
examining the impact of the embedding models, the document
chunk size, and the number of retrieved sources. The assess-
ment of embedding models encompassed eight open-source and
closed-source LLM models. It revealed that open-source models,
specifically, BGE-M3 and mE5-large, reached perfect retrieval
accuracy, demonstrating their suitability for RAG applications on
Slovenian texts. Furthermore, the evaluation of the optimal chunk
size and the number of retrieved sources showed that smaller
chunk sizes yielded superior results. In contrast, increasing the
number of retrieved sources enhanced results up to a certain
threshold, beyond which the model performance plateaued. Cer-
tain models already achieved perfect accuracy when evaluated
based on the top two retrieved sources.

While the novel test dataset can be used to evaluate all the
components of the RAG system, in this paper, we focused on
the evaluation of the indexing and retrieval components. In our
future work, we will extend the evaluations to the text generation
component with regard to fluency, correctness, and usefulness
of the generated answers. Furthermore, we plan to expand the
benchmark to encompass a wider range of languages. The plans
include extending the dataset and evaluation to South Slavic
languages and other European languages that are covered by
comparable MaCoCu [1] and CLASSLA-web [10] corpora.
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Abstract
Feature selection is a crucial step in building effective machine
learning models, as it directly impacts model accuracy and in-
terpretability. Driven by the aim of improving stress prediction
models, this article evaluates multiple approaches for identify-
ing the most relevant features. The study explores filter-based
methods that assess feature importance through correlation anal-
ysis, alongside wrapper methods that iteratively optimize feature
subsets. Additionally, techniques such as Boruta are analysed for
their effectiveness in identifying all important features, while
strategies for handling highly correlated variables are also con-
sidered. By conducting a comprehensive analysis of these ap-
proaches, we assess the role of feature selection in developing
stress prediction models.

Keywords
Feature selection, Correlation matrix, Balanced accuracy score

1 Introduction
Machine learningmodels are increasingly being applied to predict
stress, which is critical in various domains such as healthcare,
workplace management, and wearable technology. However, one
of the major challenges in developing reliable predictive models
is identifying the most relevant features from extensive datasets,
comprising physiological and behavioural information.

Feature selection plays a key role in addressing this challenge.
By selecting only the most informative features, we can reduce
noise, prevent overfitting, and enhance model accuracy. As we
showed in previous work [8], even simple feature selection tech-
niques can increase the �1 score of predictive models. This paper
builds upon this finding and explores several feature selection
techniques, ranging from simple correlation-based methods to
more sophisticated wrapper approaches.

The aim of this work is to assess how feature selection can en-
hance stress prediction models. By comparing different methods,
we aim to identify the optimal strategies for feature selection in
stress prediction which would lead to more reliable and more
easily interpretable machine learning models.

2 Data collection
The data used in this work comes from the STRAW project [1],
results of which have been previously presented at Information
Society [6, 8]. The dataset includes the data of 56 participants,
recruited from academic institutions in Belgium (29 participants)
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and Slovenia (26 participants). They answered questionnaires
named Ecological Momentary Assessments (EMAs) roughly ev-
ery 90minutes, with smartphone sensor and usage data continu-
ously collected by an Android application [7], while also wearing
an Empatica E4 wristband recording physiological data. In 15
days of their participation, each participant responded to more
than 96 EMA sessions, on average, which resulted in around 2200
labels.

3 Target and feature extraction
To fully leverage the potential of the data, we computed a com-
prehensive set of features. While some sensors only reported
relatively rare events, such as phone calls, others had a high
sampling frequency, such blood volume pulse which sampled
data at 32Hz. On the other hand, labels were only available every
90min. Therefore, we preprocessed the data in several steps.

3.1 Target variable
While participants responded to various questionnaires, for this
study, we selected their responses to Stress Appraisal Measure-
ment [9] as the target variable. It was used to report stress levels
on a scale from 0 to 4, so using it as is the prediction task can be
approached as a regression problem.

However, many stress detection studies tend towards a dis-
crete approach, treating stress predominantly as a classification
task, often only working with a binary target variable. To con-
vert this into a classification problem, we discretized the target
variable into two distinct categories: “no stress”, which included
all responses with a value of 0, while all others were coded as
“stress”. With that, we ensured a balanced distribution of the
target variable values.

3.2 Features
3.2.1 Data preprocessing. In our work, features were calculated
on 30-minute intervals preceding each questionnaire session.
From the wide variety of smartphone data and physiological
measures, a total of 352 features were extracted and grouped into
22 categories, listed in Table 1. Using physiological data from
Empatica wristband, we first calculated specialized physiological
features on smaller windows (from 4 s to 120 s, depending on the
sensor; see [4] for more details), which were then aggregated
over 30min windows by calculating simple statistical features:
mean, median, standard deviation, minimum, and maximum. All
of the categorical features were converted into a set of binary
features using the one hot encoding technique and the missing
values were replaced with the mode.

First, some preliminary data cleaning was performed by ex-
cluding one of the feature in pairs exhibiting a correlation coeffi-
cient of |A | ≥ 0.95. Despite this, some of the remaining features
still exhibited quite strong correlations as shown in Fig. 1. An
interesting observation used in the later stages of feature selec-
tion was that high correlation, |A | ≥ 0.8, was mostly observed
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Table 1: Feature categories with the number of features
included in each category in parentheses

1. Empatica electrodermal activity (99)
2. Empatica inter-beat interval (50)
3. Empatica temperature (33)
4. Empatica accelerometer (23)
5. Empatica data yield (1)
6. Phone applications foreground (47)
7. Phone location (18)
8. Phone Bluetooth connections (18)
9. Phone calls (10)
10. Phone activity recognition (7)
11. Phone Wi-Fi connections (7)

12. Phone screen events (7)
13. Phone light (6)
14. Phone battery (5)
15. Phone speech (4)
16. Phone interactions (2)
17. Phone messages (2)
18. Phone data yield (1)
19. Baseline psychological features (7)
20. Language (2)
21. Gender (2)
22. Age (1)

between features of the same category. As an example, corre-
lations between features related to phone application use are
shown in Fig. 2.
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Figure 1: Correlation matrix of the initial feature set. Only
feature categories withmore than two features are labelled.
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Figure 2: Correlationmatrix of the feature set in the Phone
applications foreground category.

4 Prediction models
4.1 Model performance and validation
To evaluate the performance of the models we used balanced
accuracy score which is defined as the average of recall obtained

on each class. When adjusted for random chance, it is calculated
as

Balanced accuracy =
)%

)% + �#
+ )#

)# + �%
− 1,

in the binary case, where )% is the number of true positives,
)# is the number of true negatives, �# is the number of false
negatives and �% is the number of false positives. This definition
is equivalent to Youden’s J [11], which assigns a 0 to a random
classifier (indeed, a dummy classifier achieved a score of 0.0208
in our case), while a perfect classifier would achieve a score of 1.

To evaluate the stress detection models described in the fol-
lowing sections, we considered several ways of data partitioning.
Since the variations in the results depending on the data split
were significant, in order to achieve more consistent accuracy,
we employed shuffled 5-fold cross-validation.

We also considered a leave-one-subject-out cross-validation
technique. However, this method yielded poor results: using all
available features, balanced accuracy was 0.05, while with the
5-fold cross validation it was 0.45. This suggested that the partici-
pants were quite different from each other, making it challenging
to generalize predictions for a subject the model had not encoun-
tered.

4.2 Baseline model
Our initial approach for building a prediction model was to use
all available features. This served as a baseline, which we aimed
to improve through feature selection.

We evaluated various predictive models, as shown in Table 2,
all as implemented in scikit-learn [10]. Among these, the
Random Forest model yielded the best performance.

In this work, we aimed to find the best model for predicting
stress and improve it using the optimal feature subset. Conse-
quently, we used the Random Forest as the benchmark for com-
paring feature selection algorithms.

Table 2: Performance of different models for the classifica-
tion problem. The mean over five folds, its standard error,
and the maximum are shown.

Model Mean Max SEM

Logistic Regression 0.077 0.151 0.025
Support Vector Machines 0.090 0.158 0.022
Gaussian Naive Bayes 0.061 0.122 0.020
Stochastic Gradient Descent 0.027 0.054 0.007
Random Forest 0.475 0.558 0.026
XGBoost 0.441 0.473 0.013

In Table 2, SEM represents the Standard Error of the Mean.
It measures how far the sample mean of the data is likely to be
from the true population mean.

4.3 Correlation-Based Feature Reduction
We began the feature selection process by eliminating highly
correlated features. For each highly correlated pair, we removed
the feature with the lower rank when sorted by mutual informa-
tion, setting the correlation threshold at |A | ≥ 0.8 to maintain
a manageable number of features. This reduction left us with
approximately 180 features out of the original 352 for model
training and evaluation.

While selecting the optimal set of features for stress prediction,
we aimed to retain all 22 different categories from Table 1, as
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Figure 3: Correlation matrix of the feature set after
correlation-based feature reduction. Only feature cate-
gories with more than two features are labelled.

each could provide unique information. Comparing Figs. 1 and 3,
we were left with about half the number of features which were
still moderately correlated.

4.4 Feature Selection using the mutual
information scoring function

Before applying more complex feature selection algorithms, it
was necessary to reduce computational complexity by further
reducing our set of 180 features obtained through correlation-
based reduction. Therefore, we used the SelectKBest method
and the mutual information scoring function to retain the top 100
features.This resulted in features derived from 19 to 20 categories,
as categories language, gender, and, in some cases, Empatica
accelerometer were not deemed important for predicting stress.

Going forward, we will refer to the elimination of features
within highly correlated pairs and the selection of the top 100
features using the mutual information scoring function as the
preprocessing step.

4.5 Recursive Feature Elimination with
Cross-Validation (RFECV)

One of the previously mentioned complex feature selection meth-
ods we employed was Recursive Feature Elimination with Cross-
Validation (RFECV) [3]. The feature set we got after the prepro-
cessing step was passed to the RFECV algorithm for thorough
evaluation.

RFECV operates by initially fitting a model to the dataset
and evaluating its performance through cross-validation. After
the initial fit, RFECV ranks feature importance and iteratively
removes the least important features based on the models feature
importances attributes, which in the case of Random Forest are
impurity-based feature importances. This process continues until
there is no significant improvement in the model’s performance.
To ensure a reasonable duration for the feature selection process,
we set the cross-validation in RFECV to 3 folds. The number

of features selected varied across folds, ranging from 50 to 93
features.

4.6 Sequential Forward Selection
Another feature selection method we employed was Sequential
Feature Selector (SFS), a wrapper-based technique [2]. SFS and
RFECV differ in their approaches. SFS constructs models for each
feature subset at every step, while RFECV builds a single model
and evaluates feature importance scores. Consequently, SFS is
more computationally expensive, as it must evaluate numerous
feature combinations before identifying the optimal subset.

In the absence of specified parameters for number of fea-
tures to select (n_features_to_select) and tolerance (tol), the
method defaults to selecting half of the available features. The
default configuration was used in our analysis, leading the SFS
to select the top 50 features.

4.7 Boruta method
Thefinal feature selection technique we employed was the Boruta
method [5]. With the assistance of “shadow features”, which are
original features that have been randomly shuffled, the method
identifies a subset of features that are relevant to the classification
task at hand. In our case, shadow features were introduced into
the feature subset obtained after the preprocessing step.

The updated dataset was trained using the Random Forest
model for 100 iterations. In each iteration, all original features
ranked higher in importance than the highest-ranked shadow
feature were marked as relevant.

Ultimately, a binomial distribution is used to evaluate which
features have enough confidence to be kept in the final selection.
The number of features selected varied across folds, ranging from
47 to 55 features.

5 Results
In Table 3, the final scores for a Random Forest model built on
various feature subsets, as derived from the methods described
above, are presented. The data was split using shuffled 5-fold
cross-validation, to ensure that the results were not overly de-
pendent on a data split.

Table 3: Adjusted balanced accuracy scores of a Random
Forest model, trained on the different feature sets. Last
column represents a number of features selected.

Feature set Mean Max SEM N

All available features 0.464 0.498 0.011 352
Correlation-based reduction 0.483 0.507 0.007 ∼180
Correlation-based, 100 best 0.486 0.498 0.006 100
Preprocessing, RFECV 0.471 0.511 0.012 50 to 93
Preprocessing, SFS 0.483 0.520 0.017 50
Preprocessing, Boruta 0.481 0.545 0.020 47 to 55

RFECV only 0.465 0.494 0.020 16 to 89
SFS only 0.426 0.468 0.017 30
Boruta only 0.456 0.509 0.015 ∼75

From Table 3, we can see that the most significant improve-
ment in accuracy came after removing the highly correlated
features, with the average adjusted balanced accuracy score ris-
ing from 0.46 to 0.48. Best mean accuracy was achieved after the
preprocessing step, with only a minor improvement from 0.483
to 0.486.
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After eliminating highly correlated features, wrapper methods
did not significantly improve the accuracy on average (rows 3
to 6 in Table 3). The Boruta method performed best among the
three, with the highest overall maximum accuracy in a single fold.
These results led us to investigate whether the wrapper feature
selection method alone could manage correlated features without
their prior removal and to evaluate the impact of the correlation
threshold.

We employed the RFECV, SFS, and Boruta method on the
entire feature set of 352 features without applying the prepro-
cessing step. For SFS, only 30 features were selected due to its
computational complexity. As shown in the last three rows of
Table 3, none of the methods alone were able to improve the
result achieved with correlation removal. Highly correlated fea-
tures were left in the final feature set: for example, we identified
three pairs of features with a correlation coefficient exceeding
|A | ≥ 0.8 using SFS alone. Poor results could be attributed either
to the importance of the correlation removal step or to the feature
subset being too small in the case of the SFS.

5.1 Selecting the best correlation threshold
As previously mentioned, the biggest improvement in score came
from removing the feature inside the highly correlated pair.There-
fore, we have also experimented with different correlation cut-off
values to determine the best threshold.

The highest score was achieved with a correlation threshold
of |A | ≥ 0.75 (Table 4). Considering the impact of cross-validation
splits and the relatively minor variance in scores, it appears that
our initial threshold of |A | ≥ 0.8 was also quite effective.

Table 4: Adjusted balanced accuracy scores of a Random
Forest model trained on a feature subset excluding features
above the correlation threshold. The number of features
left after correlation-based feature selection differed over
validation folds and its range is shown in the final column.

Threshold Mean Max SEM N

0.55 0.462 0.506 0.018 28 to 33
0.60 0.467 0.493 0.009 39 to 41
0.65 0.474 0.498 0.008 47 to 50
0.70 0.460 0.501 0.017 61 to 65
0.75 0.498 0.526 0.012 74 to 80
0.80 0.470 0.543 0.022 101 to 107

6 Conclusions
This paper examined different feature selection algorithms to
find the most effective subset for stress prediction. The model
using the feature subset after correlation removal achieved the
highest adjusted balanced accuracy score of 0.483.

Alternative feature selection approaches, including the wrap-
per methods SFS and RFECV, as well as the Boruta method, ap-
plied to the preprocessed feature subset, did not lead to further
optimization of the feature subset in terms of model performance.
Additionally, applying these methods to the entire set of features
did not achieve accuracy levels as high as those obtained after
the correlation-based reduction. In the case of SFS, this may be
attributed to its selection of only 30 features.

Therefore, our results underscore the critical role of the correlation-
based reduction step. In contrast, when this step was omitted

wrappermethods alonewere unable to effectively perform correlation-
based feature reduction. We can therefore conclude that simply
relying on feature selection methods, however sophisticated, is
not as effective as also considering relationships between fea-
tures.

It should be noted that the improvements in balanced accuracy
are low in all cases. This indicates that results cannot be easily
generalized and correlation-based feature selection should not
be seen as sufficient in general. Instead, we can speculate that
no single feature selection method is the best one and that sev-
eral should be considered. We should also note that the Pearson
correlation coefficient that we used in this work only considers
linear relationships between features. Other methods can select
features even if they are related in a different way.
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Abstract
Predictive modeling in football has emerged as a valuable tool for

enhancing decision-making in sports management. This study

applies machine learning techniques to predict football match

outcomes in the WWIN League of Bosnia and Herzegovina. The

aim is to evaluate the effectiveness of various models, including

Support Vector Machines (SVM), Logistic Regression, Random

Forest, Gradient Boosting, and k-Nearest Neighbors (kNN), in

accurately predicting match results based on key features such

as shots on target, possession percentage, and home/away status.

By (1) gathering and analyzing match data from three seasons, (2)

comparing the performance of machine learning models, and (3)

drawing conclusions on key performance factors, we demonstrate

that SVM achieves the highest accuracy at 83%, outperforming

other models. These insights contribute to football management,

allowing for data-driven strategic planning and performance

optimization. Future research will integrate additional factors

such as player injuries and weather conditions to improve the

predictive models further.

Keywords
Football match prediction, machine learning, WWIN league, Sup-

port Vector Machines, Random Forest

1 Introduction
Accurate predictions of match outcomes can inform a wide range

of decisions, from tactical adjustments to player acquisitions, and

can improve engagement for fans and stakeholders. While pre-

dictive modeling has been extensively applied to top-tier football

leagues like the English Premier League, there is limited research

on regional leagues such as the WWIN League of Bosnia and

Herzegovina. The specificity of the country that is Bosnia and

Herzegovina and the WWIN League, which has not been re-

searched in the sphere of sports research, provides context for

this step.

TheWWIN League of Bosnia andHerzegovina was established

in the year 2000 and the same year the WWIN was formed by

the merging of three leagues, it became a league covering the

entire territory of Bosnia and Herzegovina. Originally, the league

consisted of 16 clubs, and, from the 2016-2017 season, the league

contains 12 clubs which makes the level of the league higher

[25]. The winner is the team that has the most points by the

completion of thirty-three rounds; this position will grant a team

a place in the UEFA Champions League qualifications [10]; the

remaining two teams and the winner of the cup will compete for
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a place in the UEFA Conference League. Since the founding of the

WWIN League of Bosnia and Herzegovina, team with the highest

number of titles was HŠK Zrinjski from Mostar who emerged

as the winner eight times, followed by Sarajevo which won four

times, Zeljeznicar and Borac both won three times, Siroki Brijeg

won two times and Leotar and Modrica both won once [12].

Depending on which entity association they belong to, the teams

that occupy the last two places in the league at the end of the

season are relegated to the league below, with two teams from

the First League of the Federation of BiH and the First League of

the RS being promoted in their stead. To elevate football in our

country to the highest level, we must support in-depth analyses

of matches and the factors influencing their outcomes. This will

enable coaches to fine-tune strategies for future games, help

commentators provide more insightful commentary, and allow

fans to develop a deeper understanding and get more pleasure

from the match.

The study aims to evaluate the performance of various ML

models, including Support Vector Machines (SVM), Logistic Re-

gression, Random Forest, Gradient Boosting, and k-Nearest Neigh-

bors (kNN), in predicting match results. By examining key fea-

tures such as shots on target, possession percentage, and home/away

status, we conduct an analysis based on match data from three

seasons of the WWIN League, encompassing 400 matches and

key performance metrics.

The remainder of the paper is structured as follows: Section

II provides an overview of related work in football ML-based

prediction. Section III describes the methodology, including the

dataset and models used. Section IV presents the results and

analysis ofmodels performance, with a discussion on the practical

implications of the findings for football management. Finally,

Section V concludes the paper and outlines directions for future

research.

2 Literature Review
The prediction of the results of football matches has been recently

studied extensively because of its relation to betting and decision-

making in sports. Studies examining the employment of ML

methods are primarily focused on large European leagues, where

extensive and highly detailed data is available. The application of

these techniques to regional football leagues, such as the WWIN

League of B&H, remains underexplored.

Rodrigues and Pinto [15] used a variety of ML methods, in-

cluding Naive Bayes, K-nearest neighbors, Random Forest, and

SVM, to predict the match outcomes based on previous match

data and player attributes. Their studies revealed excellent re-

sults in terms of soccer betting profit margins, with the Random

Forest approach obtaining a success rate of 65.26% and a profit

margin of 26.74%. Rahman [13] dedicated his work to employ-

ing deep learning frameworks especially Deep Neural Networks

(DNNs) for football match outcome prediction, particularly dur-

ing FIFA World Cup 2018. The study classified match outcomes
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with 63.3% accuracy with DNN architectures with LSTM or GRU

cells. Baboota and Kaur [3] used machine learning approaches

to predict English Premier League match results. The models

compared included Support Vector Machines, Random Forest;

and Gradient Boosting. From their study , they ascertained that

Gradient Boosting outperformed other models in accuracy and

overall predictiveness. Authors in [16] used machine learning

techniques, notably SVM and Random Forest Classifier, to predict

English Premier League (EPL) football match results. They got

54.3% accuracy with SVM and 49.8% with Random Forest after

evaluating data from 2013/2014 to 2018/2019 seasons. Another

study [8] employed a few machine learning algorithms to pre-

dict matches of the English Premier League season 2017-2018.

Models including Linear Regression, SVM, Logistic Regression,

Random Forest, and Multinomial Naïve Bayes classier show that

the K-nearest neighbors give the best accurate predictions.

In summary, while existing studies have demonstrated the

effectiveness of machine learning in football matches prediction,

there remains a gap in the application of these techniques to

regional leagues like the WWIN League, due to the availability

and quality of data. The characteristics of these leagues, such

as smaller datasets and potentially different factors influencing

match outcomes, require a tailored approach. In lesser-known

football leagues models might perform differently due to varia-

tions in competitive structures and gameplay strategies, as well.

The study of Munđar and Šimić [11] in which they developed a

simulation model using the Poisson distribution to predict the

seasonal rankings of teams in the Croatian First Football League,

highlighted the predictive power of statistical models and demon-

strated the significance of home advantage in determining match

outcomes, which is also an important factor in theWWIN League.

3 Materials and Methods
In this section, we describe the study conducted, detailing the

data collection and feature selection processes, the machine learn-

ing models applied, the evaluation metrics used to assess model

performance, and the approach taken to analyze key features

influencing match outcomes. As a result of providing numerous

procedures that are declared in this section, we represent the

graphical illustration of our methodology. The steps involved

in predicting the outcomes of the WWIN League of Bosnia and

Herzegovina, including data collection, preprocessing, model

development, and algorithm evaluation.

3.1 Dataset
The authors created the dataset for this study by consolidating in-

formation from rezultati.com [14], 1XBET [1], and Sofascore [24].

The unique dataset represents the seasons 2021/2022, 2022/2023,

and 2023/2024 of WWIN League of Bosnia and Herzegovina. The

platforms provide a wide range of football match data so it is

easy to find important information for examination. The dataset

includes key match facts as date, day of the week, time, home

team, away team, final as well as half-time goals scored in the

game, referee details, shots taken at goal as well as corner kicks

resulting from these attempts on target, bookings made during

play by both teams and other relevant performance indicators.

Figure 1: Workflow diagram

Table 1: Class Distribution

Match Type Count

Home Win 301

Away Win 142

Draw 151

The table sums up a type of match result in terms of its fre-

quency in the dataset.

In the recorded 594 matches, 301 ended in home team victories,

142 in away team victories and 151 were tied. The following pie

chart describes the percentage distribution of the match outcome.

Curiously, home wins are in the majority, comprising 50.7% of all

Figure 2: Class distribution of the dataset

matches. However, away victories contribute to approximately

23.9% of all recorded match results, while 25.4% contribute to

draw results. The Fig.2 depicts the frequency of each of the match

outcomes.

3.2 Machine Learning Prediction
In football, the concept of machine learning prediction entails de-

veloping models to forecast match outcomes based on the teams’
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and players’ histories and other attributes [5]. These models

employ such methods as regression analysis, classification, and

neural nets to determine the results given the data fed as the

input.

3.2.1 Models initialisation, preprocessing, training and testing.
While implementing Logistic Regression, we have set themax_iter

=1000 and random_state = 42. Again, with the same classifier,

the kernel argument was assigned a linear value while the ran-

dom_state was set to 42 to keep the results predictable. Gaussian

Naive Bayes was employed with no modification of its settings

because of the model’s simplistic nature. For Random Forest, we

used the default parameters since the algorithm is capable of

changing the setting on its own based on the complexity of given

data. We initiated the Gradient Boosting with the default param-

eters so that the gradients could easily learn and an ensemble

could be formed. Last but not least, we left all the parameters of

k-Nearest Neighbors (kNN) for default value because the algo-

rithm can find the optimal number of neighbors appropriate for

the distribution of the data.

Following that, we proceed with the process of dividing this

gathered data into two sets: the training and the testing ones. We

split the data into training, where 70% of the data was allocated

and the testing data where 30% was allocated.

Subsequently, the phase of model preprocessing is created for

which it is essential to filter data effectively to ensure proper

model training. In the case of feature transformation, we used

scikit-learn’s ColumnTransformer [17] to empower the numeric

features normalization via the StandardScaler [23] while trans-

forming the categorical variables into the binary format by the

use of the OneHotEncoder [18]. This technique pays a lot of

attention to ensuring that feature types are standard as well

as harmonious. This method ensures consistency by creating a

pipeline where preprocessing processes and the model are joined

in the same line of work. This means that there is always uni-

formity in the training and the testing of the model, hence a

manageable variability. Assuming the pipeline has been defined

and is ready to proceed, we proceed to the next step of model

training.

3.2.2 Models in Detail. In this study, many supervised learn-

ing classifier techniques that have proven valuable in the sports

area for predictive purposes are employed. Logistic Regression

is a statistical technique that predicts the probability of a binary

classification, using a sigmoid function to map outputs to a [0,1]

probability space. Coefficients indicate the strength and direction

of relationships between variables, with positive values increas-

ing the likelihood of an event and negative values decreasing it

[9].

Random Forest extends the bagging method by generating

multiple decision trees using randomly selected data samples.

Each tree operates independently, and the final prediction is the

average result across all trees, reducing overfitting and improving

accuracy in classification tasks [4].

SVM aims to find the best hyperplane to separate data points

by class, maximizing the margin between them. It handles non-

linear boundaries by transforming the input data into a higher-

dimensional space [2].

Naïve Bayes, based on Bayes’ theorem, assumes feature inde-

pendence, making it fast and easy to implement, especially in

applications like spam detection and text classification. Despite

the simplicity of this assumption, it performs well in practice

[26].

Gradient Boosting combines multiple weak learners (typically

decision trees) to create a stronger predictive model, improving

accuracy by focusing on correcting errors from previous models

[6].

k-Nearest Neighbors (kNN) is an instance-based learningmethod

that classifies data by identifying the majority label among the

k closest points. Though simple, it can be computationally ex-

pensive as it requires storing all training data and performing

real-time comparisons [7].

3.2.3 Evaluation Metrics. Last but not the least, the trained mod-

els are assessed by metrics such as accuracy of the models [19],

precision of the models [21], the recall of the models [22], and

F1-score value of the models [20]. This evaluation enables one

to analyze how well each of the models is likely to perform in

terms of match outcome prediction.

4 Results and Discussion
In this study, we employed six different classifiers to predict

football match outcomes and conducted a comparative analysis

of their performance. The effectiveness of each classifier was

evaluated based on its accuracy, providing a clear comparison of

their predictive capabilities across the dataset.

4.1 Model Performance
Among the classifiers employed, SVMpredicted themost accurate

results at 83% This model performed almost well, with balanced

precision and recall across all three classes (A, D, and H), show-

ing that it can predict match outcomes. In comparison, Random

Forest achieved a lower accuracy of 65%, with especially evident

deficits in precision and recall for class ’D’. Logistic Regression

performedworse than Support VectorMachines, with accuracy of

77%. Despite its simplicity and computational efficiency, Gaussian

Naive Bayes had the lowest accuracy of any classifier tested, at

39%. This model struggled to predict class ’D’, with low accuracy

and recall scores. Random Forest, an established ensemble learn-

ing approach, performed not so good, with an accuracy of 54%.

This model has generally balanced accuracy and recall across all

classes, making it an acceptable alternative for predicting match

results. Gradient Boosting, another ensemble learning technique,

has a little higher accuracy than Random Forest at 64%. While

Gradient Boosting is recognized for its ability to manage compli-

cated connections, it produced poorer recall ratings, especially

for class ’D’. Lastly, k-Nearest Neighbors (kNN) resulted in 51%

accuracy, showing that the classifier was relatively poor, they

had relatively fair precision and recall with all the classes.

For making the match predictions, we employed the following

classification models – Logistic Regression, Support Vector Ma-

chine, Gaussian Naive Bayes, Random Forest, Gradient Boost and

k-Nearest Neighbors. We obtained the results varying from 39%

to 83%, in which Support VectorMachines were themost effective.

Our findings are partially consistent with prior research because

classifiers like Support Vector Machines, Logistic Regression,

and Random Forest have manifested robustness in predicting

the match outcome across datasets. Nevertheless, the results are

not in conformity with some emerging works, particularly con-

cerning the efficacy of Gaussian Naive Bayes, which performed

poorly in our study in contrast to other research results. It should

be noted that results may vary significantly between different

studies depending on the quality, the quantity, and the nature of

the data that had been used for creating the models of Gaussian

Naive Bayes.
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Model Accuracy Precision Recall F1 score

Logistic Regression 77% 75% 74% 74%

SVM 83% 86% 83% 84%

Gaussian NB 39% 47% 42% 36%

Random Forest 54% 43% 46% 43%

Gradient Boosting 64% 64% 59% 60%

kNN 51% 49% 49% 49%

Table 2: Model Performances

The Table 2 shows how accurate various machine learning

models are in predicting WWIN League of Bosnia and Herzegov-

ina match outcomes.

4.1.1 Key factors influencing match outcomes. While this study

does not perform formal feature analysis, the observed perfor-

mance trends allow us to draw conclusions about the key factors

influencing match outcomes. In line with prior research, home

advantage emerged as a critical factor, with teams winning at

home in over 50% of cases (Table 1) which reinforces the psy-

chological and tactical advantages that come with playing on

familiar ground.

Offensive metrics, particularly shots on target, also revealed

themselves as strong predictors of success. Teams that generated

more attempts on goal were significantly more likely to win, rein-

forcing the widely accepted view that aggressive, forward-driven

play translates directly into better results. This trend mirrors ob-

servations from other football leagues, where offensive intensity

is often directly correlated with victory.

4.1.2 Limitations and future work. Despite the promising results,

this study has several limitations. First, the dataset used does

not account for external factors such as player injuries, weather

conditions, or team morale, all of which can influence match

outcomes. Future research should incorporate these factors to im-

prove the accuracy of predictions. Second, while SVM performed

well in this context, more advanced models such as deep learn-

ing could potentially offer even better predictive performance,

particularly when dealing with larger datasets.

Future work will explore the integration of additional domain-

specific features, such as player statistics, team form, and envi-

ronmental conditions, to further refine the predictive models.

We will also experiment with more complex algorithms, such as

neural networks, to capture the intricate relationships between

features that may be missed by traditional machine learning

models.

5 Conclusion
This study demonstrates that machine learning, particularly SVM,

effectively predicts football match outcomes in theWWIN League

of Bosnia and Herzegovina. Support Vector Machine has been

found to be the highest accurate classifier with 83% of accuracy

rate on match result prediction. SVM has moderate accuracy and

recall with all three outcome classes: Home Win, Away Win, and

Draw, indicating football prediction applicability. However, it

has also revealed that other classifiers’ performances are varying

with Logistic Regression producing 77% of accuracy and Gauss-

ian Naïve Bayes a poor 39% accuracy. Both Random Forest and

Gradient Boosting, which are ensemble learning algorithms, have

similar levels of accuracy; 54% and 64% respectively. While fur-

ther refinement of the models is needed, the current findings

establish a strong foundation for data-driven decision-making in

football management. Future work should incorporate additional

factors such as player injuries and weather conditions to enhance

predictive accuracy.
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Abstract
The sarcasm detection task in natural language processing tries

to classify whether an utterance is sarcastic or not. It is related

to sentiment analysis since it often inverts surface sentiment. Be-

cause sarcastic sentences are highly dependent on context, and

they are often accompanied by various non-verbal cues, the task

is challenging. Most of related work focuses on high-resourced

languages like English. To build a sarcasm detection dataset for

a less-resourced language, such as Slovenian, we leverage two

modern techniques: a machine translation specific medium-size

transformer model, and a very large generative language model.

We explore the viability of translated datasets and how the size of

a pretrained transformer affects its ability to detect sarcasm. We

train ensembles of detection models and evaluate models’ perfor-

mance. The results show that larger models generally outperform

smaller ones and that ensembling can slightly improve sarcasm

detection performance. Our best ensemble approach achieves an

F1-score of 0.765 which is close to annotators’ agreement in the

source language.

Keywords
natural language processing, large language models, sarcasm

detection, neural machine translation, BERT model, GPT model,

LLaMa model, ensembles

1 Introduction
Sentiment analysis is a popular task in natural language process-

ing (NLP), concerned with the extraction of underlying attitudes

and opinions, usually categorized as “positive”, “negative”, and

“neutral”. Detection of sentiment is challenging if the utterances

are ironic or sarcastic. Sarcasm is a form of verbal irony that trans-

forms the surface polarity of an apparently positive or negative

utterance/statement into its opposite [6]. Sarcasm is frequent

in our day-to-day communication, especially on social media

[5]. This poses a significant problem for sentiment analysis tools

since sarcasm polarity switches create ambiguity in meaning.

Sarcasm is highly dependent on its context. For example, the

sentence “I just love hot weather” could be interpreted as sarcastic,
depending on the situation, e.g., during summer heat waves.

Historical developments of sarcasm detection are surveyed by

Joshi et al. [3], while recent developments are covered by Moores

and Mago [5]. The problem of automatic sarcasm detection in

text is most commonly formulated as a classification task. Unfor-

tunately, sarcasm detection is affected by the lack of large-scale,

noise-free datasets. Existing datasets are mostly harvested from

microblogging platforms such as Twitter and Reddit, relying on
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user annotation via distant supervision through hashtags, such

as #sarcasm, #sarcastic, #not, etc. This method is popular since 1)

only the author of a post can determine whether it is sarcastic or

not, and 2) it allows large-scale dataset creation. However, this

method introduces large amounts of noise due to lack of context,

user errors, and common misuse on social media platforms. The

sarcasm detection datasets created through manual annotation

tend to be of higher quality but are typically much smaller. These

problems are further compounded for non-English datasets, both

manually labeled and automatically collected. Further, as sarcasm

strongly relies on its context, using classical machine translation

(MT) from English often produces inadequate results. This makes

sarcasm detection in less-resourced languages, like Slovenian, an

even bigger challenge. Therefore, developing reliable sarcasm

detection models is of crucial importance for robust sentiment

analysis in these languages.

We develop amethodology for sarcasm detection in less-resour-

ced languages and test it on the Slovenian language. We address

the problem of missing datasets by comparing state-of-the-art

machine translation with large generative models. We explore

the viability of such datasets and how the number of parameters

affects a model’s ability to detect sarcasm. We construct various

ensembles of large pretrained language models and evaluate their

performance.

The rest of this work is organized as follows. In Section 2, we

discuss the proposed approach for detecting sarcasm in a less-

resourced language such as Slovenian. We present the creation

of a dataset, details of the training methodology and deployed

ensemble techniques. We lay out our experimental results and

their interpretations in Sections 2.3 and 4. In Section 5, we provide

conclusions and directions for future work.

2 Sarcasm Detection Dataset
Existing attempts at automatic sarcasm detection have resulted

in the creation of datasets in a small number of languages with

differing sizes and quality. It is unclear if models trained on these

datasets would generalize well to unseen languages [1]. Since

no dataset exists for Slovenian, we leverage recent advances

in machine translation and large language models (LLMs) to

create a dataset for supervised sarcasm detection. We thus apply

a translate-train approach when fine-tuning our models.

The prevalence of research done on sarcasm in English means

that English datasets are usually larger and of higher quality than

their counterparts in other languages. Further, as the translation

from (and to) English is usually of better quality, we consider

only English datasets.

Preliminary tests showed poor quality and poor translation

ability of Sarcasm on Reddit1 dataset, and News Headlines
Dataset For Sarcasm Detection2. Hence, we chose the recent
iSarcasmEval3 dataset from the SemEval-2022 shared task. We

1
www.kaggle.com/datasets/danofer/sarcasm

2
www.kaggle.com/datasets/rmisra/news-headlines-dataset-for-sarcasm-detection

3
github.com/iabufarha/iSarcasmEval
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believe that relatively low performance scores obtained in this

shared task could be improved with the use of larger LLMs.

2.1 iSarcasmEval Dataset
iSarcasmEval is a dataset of both English and Arabic sarcastic

and non-sarcastic short-form tweets obtained from Twitter. We

use only the English part, which is pre-split into a train and test

set. Both sets are unbalanced, the former having 867 sarcastic and

2601 non-sarcastic examples, while the latter has 200 sarcastic

and 1200 non-sarcastic examples. The authors of the shared task

claim that both distant supervision and manual annotation of

datasets produce noisy labels in terms of both false positives

and false negatives [1]. Thus, they ask Twitter users to directly

provide one sarcastic and three non-sarcastic tweets they have

posted in the past. These responses are then filtered to ensure

their quality. The produced dataset is not entirely clean since it

contains links, emojis, and capitalized text. We chose to leave all

of these potential features in the text, as they commonly occur

in online conversations and could be indicative of sarcasm.

Let us mention, that an ensemble approach with 15 trans-

former models and transfer from three external sarcasm datasets

proved to be the most accurate modeling technique for English

[9] achieving an F1-score of 0.605.

2.2 Translating iSarcasmEval
Our preliminary testing using smaller BERT-like classifiers showed

that the models learned the distribution of the data and defaulted

to the majority classifier (1200/1400 = 0.857 test accuracy). To

try to dissuade this, we merged the train and test sets, kept all

the sarcastic instances, and randomly sampled an equal number

of non-sarcastic examples. This left us with a balanced dataset of

2134 samples.

To enable task specific instructions that would preserve sar-

casm, we skipped classical machine translation tools, and tried

two alternative translation approaches:

• using a medium-sized T5 model trained specifically for

neural machine translation,

• leveraging a significantly larger model via OpenAI’s API.

The T5 model uses both the encoder and decoder stacks of

the Transformer architecture and is trained within a text-to-

text framework. We chose Google’s 32-layer T5 model called

MADLAD400-10B-MT4, which has 10.7 billion parameters and is

pretrained on the MADLAD-400 [4] dataset with 250 billion tokens

covering 450 languages. Fine-tuning for machine translation was

done on a combination of parallel data sources in 157 languages,

including Slovenian.

As a generative model, we chose OpenAI’s decoder-based

GPT-4o-2024-05-135. Its true size is not known to the public,

but it’s speculated that it is significantly smaller than GPT-4, since
it is much faster and more efficient. OpenAI claims that it has the

best performance across non-English languages of any of their

models, thus making it suitable for our task.

When prompting generative decoder-based models, it is nec-

essary to craft clear and specific instructions to achieve the best

results. We used few-shot learning [2], and randomly sampled

three training instances, manually translated them, and included

them in the following prompt where the double forward slash

was used as a delimiter between the query and the expected

response.

4
huggingface.co/google/madlad400-10b-mt

5
platform.openai.com/docs/models/gpt-4o

You will be provided with a sarcastic/non-sarcastic sentence in
English, and your task is to translate it into the Slovenian language.
It should keep the original meaning. Examples:

• love getting assignments at 6:25pm on a Friday!! //
obožujem, ko mi v petek ob 18:25 pošljejo naloge!!

• I still can’t believe England won the World Cup //
Še vedno ne morem verjeti, da je Anglija zmagala na sve-
tovnem prvenstvu

• taking spanish at ut was not my best decision //

Učenje španščine na UT ni bila moja najboljša odločitev ,

Wemanually assessed the outputs of both transformers in order to

determine the best translations for fine-tuning detection models.

2.3 Translation Results
During translation, the T5 model sometimes had trouble with

examples that had multiple newline characters in a row. It oc-

casionally dropped parts of texts it didn’t understand (mostly

slang and various types of informal text styles). This shows that

a 10B parameter model is not large enough to robustly translate

all features of a language such as English into a less-resourced

language such as Slovenian.

On the other hand, the GPT model performed surprisingly

well in most instances and it seemed to have a more nuanced

understanding of phrases used in online speech. It consistently

translated entire texts, keeping the original structure and mean-

ing. Consequently, we used GPT’s translations when training

sarcasm detection models. The translations can be seen in our

repository
6
.

3 Model Training
We tested the performance of a wide range of LLMs of different

sizes. Their overview is contained in Table 1.

Table 1: Summary of used sarcasm detection models.

Model Parameters

SloBERTa 110M

BERT-BASE-MULTILINGUAL-CASED 179M

XLM-RoBERTa-BASE 279M

XLM-RoBERTa-LARGE 561M

META-Llama-3.1-8B-INSTRUCT 8.03B

META-Llama-3.1-70B-INSTRUCT 70.6B

META-Llama-3.1-405B-INSTRUCT 406B

GPT-3.5-TURBO-0125 ?

GPT-4o-2024-05-13 ?

3.1 Encoder Models Under 1B Parameters
The four smallest models are encoder-based models that embed

input text and use a classification head to assign it a class. They

required additional fine-tuning to perform sarcasm detection. For

these models, we conducted hyperparameter optimization.

We chose the SloBERTa [7, 8] model in order to check whether

using a monolingual Slovenian model impacts sarcasm detection

performance. We also wanted to compare BERT and RoBERTa-

like models, so we used their multilingual variants and fine-tuned

them on Slovenian data.

The models were trained for a maximum of five epochs with

the use of early stopping, where the training was halted if the

validation loss didn’t improve after two epochs.

6
github.com/GalaxyGHz/Diploma
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3.2 Llama 3.1 Models
Since the teams that competed in the 2022 shared task on sarcasm

mostly used BERT and RoBERTa models, we extend the testing to

include significantly larger models. We chose Meta’s open-source

Llama family of models, more specifically, their newest Llama 3.1

variants. These come in three different sizes, which was perfect

for studying the effects of parameter counts on sarcasm detection.

We decided to use the “instruct” version of all three models

since these were fine-tuned to be better at following instructions.

When prompting LLama and GPT generative models, the fol-

lowing few-shot classification prompt was given, with two pos-

itive and two negative examples randomly sampled from our

dataset.

You will be provided with text in the Slovenian language, and your
task is to classify whether it is sarcastic or not. Use ONLY token 0
(not sarcastic) or 1 (sarcastic) as in the examples:

• Spanje? Kaj je to... Še nikoli nisem slišal za to? 1

• Lepo je biti primerjan z zidom 1
• To sploh nima smisla. Nehaj kopati. 0
• Dne 12. 10. 21 ob 10:30 je bil nivo reke 0,37 m. 0.

We used full versions of the 8B and 70B parameter models,

while the 405B parameter model was loaded in 16-bit precision

mode. To minimize the use of resources and costs, we employed

LoRA parameter-efficient fine-tuning. We provided the models

with training and validation sets and trained them for a maximum

of 10 epochs. No hyperparameter optimization was conducted

in this case due to time constraints. We used the validation loss

to choose the best model, and we used the same early stopping

technique as with the smaller models.

3.3 GPT 3 and 4 Models
We also tested two models offered on the OpenAI platform,

GPT-4o-2024-05-13 and GPT-3.5-TURBO-0125. We first used

them in few-shot mode and classified all our examples without

any fine-tuning. When fine-tuning, the platform’s tier system

limited us to only the smaller GPT-3.5-TURBO-0125 model. We

fine-tuned the model for a maximum of three epochs. In the end,

we used the model with the lowest validation loss to classify the

examples in the test set.

3.4 Sarcasm Detection Ensembles
When constructing ensemble models, we tried two techniques:

stacking and voting. In both cases, we used the predicted proba-

bility of the sarcastic class from each model as input features.

3.4.1 Stacking With Regularized Logistic Regression. Our first
ensemble used stacking approach, and logistic regression with

Ridge regularization as the meta-level classifier. This choice was

motivated primarily by the need for feature selection, as we

wanted to identify the most important model predictions and

determine which models would be assigned a lower weight. The

best models were then used for voting.

3.4.2 Standard andMixed Voting. The second ensemblingmethod

was voting. We tried cut-off-based mixed voting inspired by [9].

Formally, we used hard voting when the absolute difference be-

tween the number of sarcastic and non-sarcastic predictions was

greater than 𝑛, and we used soft voting otherwise. We optimized

the value of 𝑛 based on the ensembles performance on our vali-

dation set.

When 𝑛 is set to zero, this approach is equivalent to hard

voting, and in the case of 𝑛 being equal to the predictor count, it

is equivalent to soft voting. We report both results. Additionally,

we compare the results of voting using all trained models with

the results obtained by using only the models with large weights

in our regularized logistic regression ensemble.

4 Sarcasm Detection Results
Table 2 summarizes all our results. It is roughly sorted by model

size, smaller models being on top and larger ones being on bot-

tom. The (NFT) tag indicates that a model was not fine-tuned,

while the (LoRA) tag means that a model was trained with LoRA.

Results are rounded to three decimal places.

Table 2: Summary of performance results for all tested
models. The best scores are in bold.

Model Accuracy F1-score

SloBERTa 0.621 0.632

BERT-BASE-MULTILINGUAL-CASED 0.499 0.666

XLM-RoBERTa-BASE 0.578 0.579

XLM-RoBERTa-LARGE 0.550 0.597

Llama-3.1-8B-INSTRUCT (NFT) 0.560 0.676

Llama-3.1-8B-INSTRUCT (LoRA) 0.569 0.682

Llama-3.1-70B-INSTRUCT (NFT) 0.660 0.724

Llama-3.1-70B-INSTRUCT (4-bit-LoRA) 0.637 0.717

Llama-3.1-405B-INSTRUCT (16-bit-NFT) 0.686 0.751

GPT-3.5-TURBO-0125 (NFT) 0.564 0.679

GPT-3.5-TURBO-0125 0.749 0.760

GPT-4o-2024-05-13 (NFT) 0.686 0.746

L2-LOGISTIC-REGRESSION 0.759 0.765
L2-LOGISTIC-REGRESSION-NON-COMMERCIAL 0.707 0.749

HARD-VOTING-ALL 0.670 0.738

SOFT-VOTING-ALL 0.658 0.732

HARD-VOTING-BEST-5 0.686 0.749

SOFT-VOTING-BEST-5 0.686 0.749

Individual Model Performance
Out of all of the used models, only BERT-BASE-MULTILINGUAL-
-CASED failed to learn any pattern in our data and defaulted to

the dummy classifier.

GPT-3.5-TURBO-0125 sometimes predicts the correct token

but then continues to generate additional text, such as 11 and

1\n1. This happens with a small quantity of examples in our

testing set. We decided to truncate these responses and only kept

the first token as the answer.

The Llama models sometimes refused to generate tokens zero

or one. We decided to drop these examples altogether. We report

the test accuracy and trained the ensemble models without them.

Smaller encoder models performed poorly when compared to

some of the larger models. Only the SloBERTa model manages

to achieve an accuracy above 0.6. Despite being the smallest of

the four small models we tested, SloBERTa performed the best.

This suggests that the three larger multilingual encoder models

may lack sufficient understanding of Slovenian. It also highlights

that model size alone does not necessarily correlate with better

performance when it comes to sarcasm detection.

The Llama models fared better, achieving accuracies of up to

0.686 with the 405B model being comparable to GPT-4o in perfor-

mance. They still fell short of the fine-tuned GPT-3.5-TURBO-0125
model, whichmanaged to successfully classify about three-quarters

of our examples with a F1-score of 0.76.

Some models had significantly higher F1-scores and lower

accuracies. We show the confusion matrix of one of the models
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Table 3: Confusion Matrix for non-fine-tuned
Llama-3.1-405B-INSTRUCT model.

Predicted \ Actual Positive Negative

Positive 202 123

Negative 11 91

that exhibited the largest difference in Table 3. These models

seem to have a tendency to incorrectly classify non-sarcastic text

as sarcastic, leading to a high rate of false positives.

Our testing also showed that loading the Llama-3.1-70B-
-INSTRUCT model in 4-bit mode and fine-tuning it with LoRA

does not produce satisfactory results, and it is thus better to

conduct full fine-tuning with the smaller Llama model or to use

one of OpenAI’s models via their fine-tuning API.

GPT-3.5-TURBO-0125 performed the best among individual

models, so if costs associated with the use of OpenAI’s API are

acceptable, we recommend its use for sarcasm detection in Slove-

nian. This shows that very large models can effectively identify

sarcasm. We believe that with better parameter tuning, Llama 8B

could be one of the best (and most economical) options for sar-

casm detection in Slovenian, provided that the user has sufficient

hardware resources.

Ensemble Model Performance
We observed that the regularized logistic regression mostly re-

lied on the best-performing models. Its focus on the best model

(GPT-3.5-TURBO-0125), however, suggests that there is signifi-
cant overlap between the various model predictions.

We decided to discard BERT-BASE-MULTILINGUAL-CASEDwhen
constructing our voting ensembles since its dummy classification

didn’t contribute to overall model performance. Both of these

two voting classifiers had an odd number of predictors, so there

was no need for a tie-breaker mechanism.

Voting proved to be ineffective in our setups, even scoring

lower than some of its base models. hard voting generally out-

performed soft voting. We also note that there was no benefit

in using mixed voting, at least for the sets of predictors that we

obtained as hard voting always had a higher accuracy. This was

true for both the classifiers that used all and only five of the base

models.

Regularized logistic regression managed to improve on the

scores of individual models, raising accuracy by one percent, thus

achieving the best performance out of all of the tested approaches.

This shows that there is still performance to be gained from

ensembles; however, it is still necessary to use commercial models

for top performance.

5 Conclusion
In this work, we presented the task of sarcasm detection in the

less-resourced Slovenian language. Our code and results are freely

available
7
.

We tackled the missing dataset problem by using two LLMs

to perform neural translation of an English dataset into Slove-

nian. The translations generated by GPT-4o-2024-05-13 out-

paced those generated by a large T5 model specifically trained

for neural machine translation in terms of quality.

We used this data to train a plethora of Transformer-based

models in various settings. We found that fine-tuning GPT-3.5-
-TURBO-0125 via OpenAI’s API results in the highest individual

7
github.com/GalaxyGHz/Diploma

Slovenian sarcasm detection power, but we also note that a pos-

sible alternative could be local fine-tuning of the Llama-3.1-8B-
-INSTRUCT model. Our testing shows that using aggressive quan-

tization combined with LoRA results in significant performance

degradation.

We also constructed ensemble models based on voting and

stacking methods. Observations showed that voting didn’t result

in any performance improvements. On the other hand, stacking

with the use of a regularized logistic regression managed to

improve on the performance of its base models.

Additional work needs to be done in dataset construction.

Sarcastic examples could be extended with context or labels of the

types of sarcasm they represent. This might help guide models

towards better understanding of sarcasm. Future work could

also explore incorporating heterogeneous models into ensembles

or the creation of Mixture of Experts (MoE) ensembles, whose

baseline models would focus on different aspects of sarcasm.
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Abstract
Digital tracking of services is one of the main administrative bur-

dens of the healthcare staff. Here, we present a proof-of-concept

study of a so-called speech-to-service (S2S) system that is aimed

at facilitating recording of activities, extracting information from

the conversation between a healthcare provider and recipient.

The system comprises of a speech recorder, a diarization compo-

nent, an LLM to interpret the conversation, and a recommenda-

tion system integrated in a smart tablet that records completed

activities and suggests possible other activities that may have

still be required. We tested the system on 350 conversations and

obtained 95% accuracy, 97% precision and 94% recall.

Keywords
healthcare, LLM, speech recognition, recommendation system

1 Introduction
Healthcare workers, including nurses, technicians, and care per-

sonnel form the backbone of the health system as they care for

patients and tend to their needs. However, with the standard-

ization and systematization of the healthcare professions and

services often becomes a large bureaucratic burden, as health-

care workers have to record all the activities and services they

provide to the patients. This process is of course needed as it

provides traceability and ensures that all the required activities

were taken care of, but the problem is that the interfaces designed

for activity logging are often not user-friendly and require the

users to choose the activities from a extensive lists of drop-down

menus. In total, this amounts to substantial time required only for

tedious administrative tasks, time that would be more beneficially

spent otherwise.

With the aim to alleviate the administrative burden of activity

logging, we explored the possibilities of novel technologies to as-

sist the healthcare staff in their logging tasks. We developed and

tested a proof-of-concept system that records the conversation

between the healthcare worker and a patient, identifies the activ-

ities, and allows the healthcare worker to batch-confirm them on

a dedicated smart tablet. Batch-confirmation saves a lot of time
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by significantly lowering the number of clicks required in the

UI. The system is built using open-source or publicly accessible

components, particularly a speech-to-text system that transcribes

the recorded conversation, and a large language model (LLM)

that leverages its natural language processing capabilities. The

recommender system shows possible required tasks, serving as a

reminder and to suggest tasks that are expected soon, which may

lower the number of visits per patient. These recommended tasks

are then suggested to the healthcare worker, who can review and

confirm them using the LLM-assisted interface. LLMs, such as

ChatGPT and Llama, have seen a surge in popularity in a wide

variety of topics since their popularization in particular with the

unveiling of ChatGPT3 in the autumn of 2022.

Several LLM based systems have been proposed recently, in-

cluding administrative task automation [6], decision making pro-

cess [10], improving existing automatic speech recognition (ASR)

systems [1], and providing patients with needed information [9].

A recent study [11] concludes that utilising ASR to ease some

administrative tasks leads to faster, more efficient work and even

increase workers’ moods.

2 System Architecture
This paper describes two early prototype systems, both aiming

to alleviate the workload of healthcare workers by easing the

task of documenting care actions performed. These are the ASR

system that logs care actions based on captured dialogue between

the healthcare worker and the patient, and a recommender sys-

tem that predicts the required services at a specific time. This

recommender system relies on the historical data, appropriate

for long-term patient care facilities.

Both systems are limited in scope and only target the most

common healthcare services in the dataset for detection or pre-

diction respectively, which can still greatly easy the workload

for medical workers, since the top 10 most common tasks out of

around 200 care action types represent around 80% of all services

performed.

The recommender system allows the careworkers to anticipate

tasks in advance and server as a reminder. This aims to lower the

number of patient visits, which also alleviates the workload.

2.1 Speech-to-Service ASR
The ASR system consists of a speech diarization model, capable

of segmenting the recorded speech based on who is currently

speaking, a speech transcription model that transcribes the audio
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to text, and a LLM fine-tuned to extract specific information from

the text. Figure 1 shows the architecture of the prototype system.

Figure 1: Overview of the ASR system.

We employ speaker-diarization pretrained model
1
[4] for di-

arization, pyannote/speaker-diarization-3.1 pretrained model [7]

for transcription, and fine-tuned Llama3 model
2
[2] for informa-

tion extraction via generating JSON formatted output.

2.2 Recommender System
The recommender system prototype is based onmachine-learning

prediction of events that are expected to occur in a certain time

window for a specific patient with addition of tasks that com-

monly follow predicted tasks. Due to the sensitive nature of the

data, we base our predictions only on the time window, patient

ID and care type. Thus we consider multi-output binary clas-

sifiers that do not require large amounts of data for training.

Additional tasks are added to the list based on a Markov chain

model that commonly follow, e.g. the task ’clean table’ follows

the task ’lunch’.

The feature vector includes the time of day, day of week, week

of month and month of year as numbers, allowing for capture

of periodic events with different periods. Due to lack of patient

data, we opted for personalized models, trained for each patient

separately. We believe that results can be further improved by

adding more patient-related attributes. The model training used

five month period of data collected, with cross-validation, and

the accuracy was evaluated on the data collected during the sixth

month. Due to patients’ medical states changing over time, some

data drift is expected, which is reflected in our results.

3 Dataset
To fine-tune the information extraction model based on Llama3,

we have created a dataset of conversations in text form and ap-

propriate outputs for each of them, as the task on hand is very

specific and we did not find any existing appropriate dataset. We

automated the process and manually removed any bad exam-

ples. A real dataset, ideally recorded in the target environment,

is needed for for final implementation - LLM generated datasets

used for training LLMs are only appropriate in preliminary stud-

ies.

To generate the dataset, we prepared a BERT
3
LLMvia prompt-

ing [5]. A training sample was generating by first randomly select-

ing 2 of the 10 target actions, and programmatically generating

the target output JSON. The BERT model was then tasked with

generating a conversation, in which these two tasks are men-

tioned as done during the conversation. We generated several

1
pyannote/speaker-diarization-3.1

2
meta/meta-llama-3-8b

3
google-bert/bert-base-multilingual-cased

hundred conversations that way, and manually checked for mis-

takes in the model output. Many conversations were removed

due to selected actions not being mentioned or other reasons. Fi-

nally, the resulting dataset contains 350 conversations and JSON

formatted lists of tasks.

For the prediction of services required during a visit, we have

acquired a log of all services performed in one long-term patient

care facility over a period of 6 months, with the next version

expanding to data from six facilities. The tasks in dataset include

measurements (body temperature, heart rate, blood pressure, ...),

medical tasks (monitoring medicine intake, performing exam-

inations, turning the patient in bed) and care tasks (breakfast,

lunch, cleaning). There are over 200 different tasks mentioned.

The dataset includes limited patient information—patient ID, care

type, and a detailed chronological history of services received.

Care types (CareType I, CareType II, CareType III/A, CareType

III/B, CareType IIII) represent an estimate of howmuch assistance

a person requires. Legal restrictions on accessing sensitive health

data prevented us from obtaining more detailed patient records,

so we developed prediction models based on these limited data

points, balancing accuracy with regulatory constraints.

The data preprocessing involved determining each patient’s

presence in the facility by identifying the timestamps of their

first and last recorded service. Patients with a stay of less than

four months were excluded from the analysis to ensure sufficient

data for reliable predictions.

4 Methods
This section describes the methodology used to develop the ASR

system and the recommender system.

4.1 Clustering
The primary goal of the clustering process was to group patients

with similar patterns in terms of the type and frequency of ser-

vices they received, allowing us to predict relevant services more

effectively for each cluster (since it was not clear, even among

experts, whether care type and actual care provided were corre-

lated).

The clusters, as shown in Figure 2, demonstrate that patients

within the same care type tend to receive similar services. Some

deviations, where multiple classifications appear within a cluster,

are likely due to temporary conditions we could not fully exclude

(for instance, an individual categorized under "Care Type II" may

temporarily receive services typical of "Care Type III/A" (e.g.

due to a broken arm), while their care type classification remains

unchanged). Despite this, the care types differentiate well enough

across clusters, leading us to use "CareType" as one of the key

attribute for further service predictions.

In the clustering process, we excluded CareType IIII because

this group is characterized by highly diverse healthcare needs

due to specific diseases, and experts advised us to omit it for this

part of the analysis.

4.2 Recommender System
To recommend the required services, we constructed the train-

ing dataset using a detailed log of care actions performed over

a 6-month period. For each patient, the data was divided into

consecutive 4-hour time windows. In each window, we examined

whether specific care actions were performed, marking them as

"positive" if they occurred within that time frame. This granu-

lar approach allowed us to capture the temporal dynamics of
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Figure 2: Clustering of patients closely aligns with pre-
existing care type assignments, ranging from minimal
personal assistance (CareType I) to moderate assistance
(CareType II), and full or intensive personal assistance
(CareTypes III/A and III/B) for those with more severe care
needs.

service delivery, ensuring that for each time window, we had a

clear record of the services provided. As a result, we generated

over 1000 labeled examples per patient, with each example rep-

resenting a specific time window and its associated care actions.

This enabled the model to learn patterns in service requirements

throughout the day and week.

To identify the best predictive model, we evaluated various

classification algorithms, including RandomForest, Decision Tree,

K-Neighbors, Support Vector Classifier (SVC), Gradient Boost-

ing, and Naive Bayes. Each model was trained using a multi-

output classification approach, with features including the fre-

quency of the top services provided and the relevant time at-

tributes. To ensure robust model evaluation, we implemented

5-fold cross-validation and subsequently tested the models on

the sixth month’s data to assess their predictive performance.

4.3 Speech Recognition and Information
Extraction

Due to limited availability of training data, only the information-

extraction model based on Llama3 was fine tuned using few-shot

LoRA (low-rank adaptor) supervised training. The diarization

and transcription models are used unchanged.

The diarization model used is speaker-diarization [4]. Initial

experiments with few-shot LoRA fine tuning [3] did not improve

the performance, hinting at the need for a larger training dataset.

The model’s performance is satisfactory at the task of segmenta-

tion, but less so at the task of identifying which segments belong

to which speaker, especially for longer conversations. For a two-

speaker situation, the model seems to assume the speakers take

turns speaking, causing mistakes when a single speaker pauses

before continuing to speak.

The transcription model used is whisper [8]. The model tran-

scribes each segment separately. As mentioned above, the speak-

ers are not robustly recognised, and we cannot reliably assign a

speaker to each line of text. Still, labeling each line of text even

with an ambiguous label improves the downstream task of infor-

mation extraction. The transcribed lines of text are concatenated,

and at the start of each utterance a label marking it as such is

added. Thus, the transcribed text resembles a play with unknown

characters speaking.

The information extraction model is Llama3 [2], and fine-

tuned utilising a LoRA few-shot fine tuning. Our approach was

to fine-tune themodel for the task of extracting information about

specific care actions and generate the output in a JSON format,

providing structured data directly. A small training dataset was

prepared as described in the section 3.

5 Results and Discussion
5.1 LLM Based Infromation Retrieval Model
The Llama3 based information extraction model is evaluated

using a 5-fold cross validation, achieving 95% accuracy, 97%
precision, and 94% recall. For evaluation the model’s JSON-

formatted strings were deserialized to objects and tested against

known correct objects to be able to interpret the results as multi-

label binary classification.

The LLM infromation extraction model sometimes generates

invalid JSON after fine-tuning, most commonly due to duplicated

keys or getting stuck in a loop, generating same elements until

maximum output size is generated. The generated strings are

therefore post-processed to fix these mistakes via simple string

manipulation, however this indicates that experiments with dif-

ferent output formats or avoiding generating the answers should

be performed.

The whole ASR pipeline including diarization and transcrip-

tion has not yet been evaluated and falls within the scope of

future work.

5.2 Recommender System
Tables 1 and 3 present the classification results. Table 1 reports

the average performance across all patients, including standard

deviations for the different models, while Table 3 shows classifica-

tion accuracy by care type, with averages and standard deviations

across all patients within each care type, based on the model with

the best results, which in this case is K-Neighbors (KNN).

Results are reported in two ways, tables 1 and 3 show accuracy

considering all target attributes, only considering a prediction

correct when all targets are predicted correctly. The table 2 show

average of accuracies for each target attribute.

Table 1: Cross-validation and test accuracy (mean ± stan-
dard deviation) across all patients for various classification
models.

Model CV Accuracy Test Accuracy
RandomForest 0.71 ± 0.14 0.66 ± 0.16

DecisionTree 0.65 ± 0.16 0.66 ± 0.16

KNeighbors 0.73 ± 0.13 0.71 ± 0.16
SVC 0.63 ± 0.12 0.63 ± 0.14

GradientBoosting 0.68 ± 0.12 0.66 ± 0.15

NaiveBayes 0.57 ± 0.17 0.55 ± 0.20

The K-Neighbors (KNN) classifier outperformed other models,

achieving an average CV accuracy of 73%, a test accuracy of 71%,

and R2 score of 0.44. This made it the most effective model for

predicting service plans. Random Forest also performed reason-

ably well, achieving a test accuracy of 66%, though it did not

surpass KNN in overall performance.
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Table 2: Majority Class Percentage and Task-wise Test Ac-
curacy (mean ± standard deviation) across all patients for
various classification models.

Model Majority Class Task-wise
Percentage Accuracy

RandomForest 0.72 ± 0.19 0.89 ± 0.10

DecisionTree 0.72 ± 0.19 0.89 ± 0.11

KNeighbors 0.72 ± 0.19 0.91 ± 0.10
SVC 0.65 ± 0.16 0.88 ± 0.10

GradientBoosting 0.65 ± 0.16 0.89 ± 0.09

NaiveBayes 0.72 ± 0.19 0.85 ± 0.15

Table 3: Classification performance of K-Neighbors (KNN)
by CareType, showing cross-validation and test accuracy
(mean ± standard deviation), averaged across all patients
within each care type.

CareType CV Accuracy Test Accuracy
CareType I 0.79 ± 0.12 0.76 ± 0.16

CareType II 0.79 ± 0.11 0.78 ± 0.13

CareType III/A 0.68 ± 0.13 0.66 ± 0.15

CareType III/B 0.70 ± 0.14 0.68 ± 0.17

CareType IIII 0.68 ± 0.10 0.67 ± 0.12

Since all predictive accuracy values exceed the 70% majority

class baseline, this is an excellent result. In multi-label classifica-

tion, where multiple services are predicted simultaneously, it’s

important to not only focus on overall accuracy but also on the

accuracy of each individual task. By achieving 90% accuracy on

the most common tasks, the model ensures that key services are

reliably predicted.

The lower test accuracy compared to cross-validation can be

explained by temporal changes in patient conditions, as the test

set only included the last month of data. As patient care needs

shift over time, predicting long-term patterns is more challenging

than shorter-term cross-validation, where care remains more

stable.

The test accuracy also reflected noticeable differences across

care types. CareType I and CareType II showed higher accuracy

rates, while more complex types, such as CareType III/A, III/B,

and IIII, exhibited a drop in accuracy of around 10%. This is likely

due to the more diverse and unpredictable care needs in these

groups, making service prediction more challenging.

This approach, particularly with the strong performance of

our K-Neighbors (KNN) model, demonstrated the potential of

machine learning to enhance personalized planning in healthcare.

In future work, including additional patient-specific features

beyond time-based data, such as health-related attributes, could

further improve accuracy, particularly for the more complex care

types.

6 Conclusions
This is early work and further improvements are underway. The

whole ASR pipeline needs to be evaluated and we expect no-

ticeably worse performance comparing to only the information

extraction model due to larger complexity and possibility for

failure at each step. The information retrieval model itself is not

inefficient considering computational time and memory required,

but diarization and transcription steps are. The required service

prediction should also be further improved. Using current dataset

an alternative approach that may improve performance is using

sequence modelling or event prediction approaches. Finally, the

two models could work in tandem - predicting the required ac-

tions and using that information in the ASR pipeline could be

beneficial.

Based on the proof-of-concept study, we conclude the sug-

gested approach is in principle feasible and can be beneficial

to healthcare providers. However, in view of regulations, spe-

cial caution has to be paid during the implementation of any

sort of such system in a real-world setting. Recording and di-

arizing conversations between healthcare staff and the patients

is likely to include highly personal data, which falls under the

EU relevant legislation, specifically the GDPR (General Data Pro-
tection Regulation) 4

and the EU AI Act (Artificial Intelligence
Act (Regulation (EU) 2024/1689)) 5. Furthermore, indiscriminately

recording conversations and feeding them into an LLMwill likely

be considered as "high risk" in view of the AI Act. This means

that implementing such services will require extensive screening,

documentation, clear division of ownership and access roles, and

other compliance with legal requirements.
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Abstract
Accurate vehicle axle weight estimation is essential for the main-
tenance and safety of transportation infrastructure. This study
evaluates and compares the performance of various algorithms
for axle weight prediction using time-series data. The algorithms
assessed include traditional machine learning models (e.g., ran-
dom forest) and advanced deep learning techniques (e.g., con-
volutional neural networks). The evaluation utilized datasets
comprising time-series data from 10 sensors positioned on a sin-
gle lane of a bridge, with the goal of predicting each vehicle’s axle
weights based on the signals from these sensors. Each algorithm’s
performance was measured against the OIML R-134 recommen-
dation, where a prediction was classified as accurate if the error
was within ±4 percent for two-axle vehicles and ±8 percent for
vehicles with more than two axles. Tests were conducted on sev-
eral bridges, with this paper presenting detailed results from the
Lopata bridge. Findings indicate that deep learning models, par-
ticularly convolutional neural networks, significantly outperform
traditional methods in terms of accuracy and their ability to adapt
to complex patterns in time-series data. This study provides a
valuable reference for researchers and practitioners aiming to
enhance axle weight prediction systems, thereby contributing to
more effective infrastructure management and safety monitoring.

Keywords
time-series data, axle weight, machine learning, neural network

1 Introduction
Accurate axle weight prediction plays a pivotal role in the mainte-
nance and safety of transportation infrastructure [7]. The precise
estimation of axle weights is essential for various applications,
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including road maintenance planning, traffic management, and
the prevention of overloading, which can lead to premature road
wear and increased accident risks [8]. Traditional methods for
axle weight measurement often rely on static scales or weigh-
in-motion (WIM) systems. While these methods provide direct
measurements, they are susceptible to limitations such as high
installation and maintenance costs, potential measurement inac-
curacies due to environmental factors, and the need for frequent
calibration.

In recent years, the advent of advanced computational tech-
niques has opened new avenues for improving axle weight predic-
tion.Machine learning (ML) and deep learning (DL) algorithms, in
particular, offer promising alternatives by leveraging time-series
data to model complex, non-linear relationships inherent in ve-
hicular weight patterns. These methods can enhance prediction
accuracy, handle large volumes of data, and adapt to varying con-
ditions, making them suitable for real-world applications where
traditional methods may fall short.

This study systematically evaluates and compares the per-
formance of various axle weight prediction algorithms using
time-series data. We focus on a diverse set of algorithms, includ-
ing machine learning models like random forests (RF) [6] and
advanced deep learning techniques such as convolutional neural
networks (CNN) [4].

The objective of this research is to explore the potential of
combining traditional WIM systems with advanced ML and DL
models to enhance axle weight predictions. By comparing the
performance of different methodologies, including the SIWIM
traditional model, random forest (IJS RF), a hybrid approach
(AVERAGE(IJS, SIWIM traditional)), and a CNN-based model, this
study aims to identify the most effective strategies for accurate
and reliable axle weight estimation. Additionally, it examines the
impact of synthetic data generation on the performance of these
models, providing a comprehensive evaluation of their practical
applicability in real-world scenarios.

The study aimed to predict the axle weights of vehicles using
ten input signals from sensors placed under the Lopata bridge.
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Each predictive algorithm’s performance was evaluated accord-
ing to the OIML R-134 recommendation, which is deemed accu-
rate if the error margin for predicting the axle weight is within
±4% for vehicles with two axles and within ±8% for vehicles with
more than two axles.

The dataset comprised 1478 samples, i.e. passing of a vehicle,
each containing 10 signals per vehicle. For each sample, a static
weight for each axle was assigned as the target value. Static
weight refers to the weight measured by a scale when the vehicle
is stationary.

This paper is structured as follows: Section 2 reviews several
state-of-the-art approaches. Section 3 details the preprocessing
steps necessary before applying machine learning methods. In
Section 4, algorithms used for predicting axle weights are pre-
sented. Section 5 presents the final results of the axle weight
predictions. Finally, Section 6 summarizes the findings and pro-
poses ideas for future research.

2 Related Work
The prediction of axle weights using time-series data has often
been studied in recent years, resulting in a substantial body of
related work. Below, several state-of-the-art (SOTA) approaches
are described.

Zhou et al. [10] differentiated between high-speed and low-
speed weigh-in-motion (WIM) systems and analyzed the char-
acteristics of axle weight signals. They proposed a nonlinear
curve-fitting algorithm, detailing its implementation. Numerical
simulations and field experiments assessed the method’s perfor-
mance, demonstrating its effectiveness with maximum weighing
errors for the front axle, rear axle, and gross weights recorded
at 4.01%, 5.24%, and 3.92%, respectively, at speeds of 15 km/h or
lower.

Wu et al. [8] introduced a modified encoder-decoder architec-
ture with a signal-reconstruction layer to identify vehicle proper-
ties (velocity, wheelbase, axle weight) using the bridge’s dynamic
response. This unsupervised encoder-decoder method extracts
higher features from the original data. A numerical bridge model
based on vehicle-bridge coupling vibration theory demonstrated
the method’s applicability. Results indicated that the proposed ap-
proach accurately predicts traffic loads without additional sensors
or vehicle weight labels, achieving better stability and reliability
even with significant data pollution.

Xu et al. [9] applied wavelet transform for denoising and re-
constructing the WIM signal, and used a back propagation (BP)
neural network optimized by the brain storm optimization (BSO)
algorithm to process the WIM signal. Comparing the predictive
abilities of BP neural networks optimized by different algorithms,
they found the BSO-BP WIM model to exhibit fast convergence
and high accuracy, with a maximum gross weight relative error
of 1.41% and a maximum axle weight relative error of 6.69%.

Kim et al. [5] developed signal analysis algorithms using artifi-
cial neural networks (ANN) for BridgeWeigh-in-Motion (B-WIM)
systems. Their procedure involved extracting information on ve-
hicle weight, speed, and axle count from time-domain strain
data. ANNs were selected for their effectiveness in incorporating
dynamic effects and bridge-vehicle interactions. Vehicle exper-
iments with various load cases were conducted on two bridge
types: a simply supported pre-stressed concrete girder bridge and
a cable-stayed bridge. High-speed and low-speed WIM systems
were used to cross-check and validate the algorithms’ perfor-
mance.

Bosso et al. [1] proposed a method using weigh-in-motion
(WIM) data and regression trees to identify patterns in over-
loaded truck weights and travel. The analysis reveals that truck
type is the key predictor of overloading, while time of day is
crucial for axle overloading, with most incidents occurring late
at night or early morning. These insights can enhance enforce-
ment strategies and inform pavement management and design,
optimizing infrastructure longevity and safety.

He et al. [2] introduced a new method that uses only the
flexural strain signals from weighing sensors to identify axle
spacing and weights, reducing installation costs and expanding
BWIM applications. The method’s accuracy is validated through
numerical simulations and laboratory experiments with a scaled
vehicle-bridge interaction model, showing promising results for
accurate axle spacing and weight identification.

3 Data Preprocessing
Before applying various algorithms to the dataset, several pre-
processing steps were necessary. Due to the differing lengths of
signals from each sample, padding was performed to standardize
them to the length of the longest signal. Samples with a gross
weight below 5 kN were excluded from both the training and
test datasets. Each signal was cropped by removing data to the
left of the leftmost peak value minus 100 and to the right of the
rightmost peak value plus 100. The peak values were calculated
in advance.

To address the limited availability of data required for deep
learning, which typically necessitates tens of thousands of sam-
ples for effective training, synthetic data generation was em-
ployed. The original dataset comprised 1,478 samples (from Janu-
ary 2022 to December 2023) i.e. passing of a vehicle, each contain-
ing 10 signals per vehicle. An additional 20,000 synthetic samples
were generated using a specific algorithm. This algorithm oper-
ates by iterating 20,000 times, during each of which a random
training sample and a random strain factor were selected. The
strain factor is a random value ranging between 0.5 and 0.99. The
selected signal from the training sample was then scaled by the
chosen strain factor. This scaling process effectively models the
feature that doubling the amplitude of the signal corresponds to
doubling its weight.

A crucial aspect of data preprocessing involved the normal-
ization of sensor signals to ensure uniformity across the dataset.
Each signal was normalized to have a mean of zero and a stan-
dard deviation of one, which helps in improving the convergence
of machine learning algorithms by ensuring that each feature
contributes equally to the learning process.

The selection of training and test data was conducted using a
rolling window approach [3]. Specifically, for each testing month,
the training data comprised all available data up to but not includ-
ing the testing month. For instance, if May 2023 was designated
as the testing month, the training dataset consisted of data from
January 2022 through April 2023. This process was systematically
repeated for each testing month from March 2022 to December
2023.

4 Methodology
Four methods were identified as applicable for predicting vehicle
axle weights. The first method, known as SIWIM traditional [11],
calculated the number of axles, axle lengths, and axle weights by
utilizing influence lines to model the signal and determine the
correct output. For validation purposes, each predicted output
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Figure 1: Architecture of CNN for predicting axle weights.

was stored in a separate file alongside the signal data, enabling
direct comparison with the actual values.

The second method used the random forest [6] (named IJS
RF) for predicting vehicle axle weights. The model relied on ac-
curately identifying the positions of peaks to function correctly.
Peak values were determined using the 𝑓 𝑖𝑛𝑑_𝑝𝑒𝑎𝑘𝑠 method from
the SciPy library, which identifies peaks based on a specified
minimum height. Once the peaks were identified, the algorithm
extracted values within a ±5 range of each peak. These extracted
values were then used as input features for the random forest
model. Additionally, the random forest model incorporated tem-
perature, axle distances and gross weight as input features. Ran-
dom forest algorithms are not inherently suited for time series
data; however, they perform effectively with numerical data such
as temperature, axle distance, and gross weight. Therefore, this
algorithm was chosen for analyzing this type of input data.

The third method integrated the first two approaches by aver-
aging the outputs from the SIWIM traditional and IJS RF models
(named AVERAGE(IJS, SIWIM traditional)). This approach is mo-
tivated by the concept that combining multiple models can often
yield more accurate results than relying on a single model alone
[12].

The final method employed a convolutional neural network
(CNN) to predict axle weights. The CNN utilized synthetic data,
as detailed in section 3, during the training phase. This method
processed all 10 signals as input to calculate the axle weights.

The detailed architecture of the CNN is shown in Figure 1. 2D
Convolutional layers (Conv2D) were used instead of 1D Convolu-
tional layers due to the input data consisting of 10 sensor signals.
The number of filters and kernel size are specified within the
parentheses of each Conv2D layer, while the pooling size is de-
fined in each 2D MaxPooling layer parentheses (MaxPooling2D).
The last Dense layer has 100 neurons. To mitigate overfitting, a
Dropout layer was added after the final Dense layer. Additionally,
Batch Normalization was applied after each 2D Convolutional
layer to further reduce the risk of overfitting.

Although Long Short-Term Memory (LSTM) and Gated Re-
current Unit (GRU) neural networks could be used for this task,
a Convolutional Neural Network (CNN) was chosen instead be-
cause of its strengths in capturing spatial hierarchies and local
patterns within the data. CNNs are highly effective at extracting
local features and detecting patterns, while LSTM and GRU are
better suited for handling temporal dependencies, which are not
that relevant to this specific task.

5 Results

Figure 2: Accuracies of all algorithms for each testing
month.

The results of each method described in Section 4 are illus-
trated in Figure 2. Among the methods evaluated, SIWIM tradi-
tional exhibited the poorest performance, with fluctuating trends
observed throughout the entire two-year period. The CNN be-
gan to outperform the other three approaches after December
2022. Conversely, the AVERAGE(IJS, SIWIM traditional) method
showed superior performance during the initial testing months
from March 2022 to June 2022.

The performance of the CNN improved with an increasing
amount of data, whereas the IJS RF and AVERAGE(IJS, SIWIM
traditional) methods were more effective during the initial phase
when less training data was available. However, the improvement
in CNN’s accuracy was not linear. This non-linear trend can be
attributed to the random initialization of the CNN’s weights
before each training session, occasionally leading to suboptimal
convergence.

An additional analysis was conducted to compare the perfor-
mance of the models under varying environmental conditions,
such as temperature fluctuations and differing traffic patterns.
This analysis revealed that the CNN model maintained its accu-
racy more consistently across different conditions, indicating its
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robustness and adaptability. Furthermore, the inclusion of syn-
thetic data in training the CNN model contributed to its superior
performance, as it allowed the model to learn from a more di-
verse set of examples. Future research should focus on expanding
the range of synthetic data and exploring additional ensemble
techniques to further enhance prediction accuracy.

Despite achieving high accuracy with the CNN model, with
the highest accuracy reaching 0.94, this most accurate method
still falls short of meeting the OIML R-134 recommendation by
4.4%. Furthermore, the results show that more static data could
be needed for the learning phase. Having 1000 static samples
which were augmented might not be sufficient to reach the OIML
R-134 recommendation.

In summary, the results indicate that while traditional meth-
ods such as IJS RF and AVERAGE(IJS, SIWIM traditional) perform
well with limited data, convolutional neural networks (CNNs)
demonstrate superior performance as more data becomes avail-
able, despite some variability in their convergence. In addition,
a sufficient number of training examples is needed to approach
the desired OIML R-134 recommendation.

6 Conclusion and Discussion
In this study, a performance comparison of various axle weight
prediction algorithms using time-series data collected from 10
sensors positioned on the Lopata bridge was conducted. The
algorithms evaluated encompassed traditional machine learning
models, such as random forests, and advanced deep learning
techniques, notably convolutional neural networks.

The major findings reveal that CNNs achieved significantly
better results in predicting axle weights during the latter months
of the experiment. The CNNs’ ability to adapt to and learn from
complex patterns within the time series data was a key factor in
their superior performance. Despite achieving high accuracywith
the CNN model, reaching a peak accuracy of 0.94, this method
still falls short of meeting the OIML R-134 recommendation by
4.4%.

Overall, there are three implications of this study. First, it
demonstrates the potential of deep learning techniques to en-
hance the accuracy of axle weight predictions where sufficient
data is available, thereby facilitating more reliable infrastructure
management. Second, for smaller datasets, it is more effective
to use classical machine learning systems in combination with
methods like SIWIM traditional. Third, it provides a valuable
benchmark for researchers and practitioners, guiding the de-
velopment and implementation of more effective axle weight
prediction systems.

To achieve the OIML R-134 recommendation, two options are
possible:

• Just add more data - if the trend continues, adding another
half a year of measurements would enable achieving the
standard. Another optionwould be to applymeasurements
on a bridge with more traffic.

• Improve the methods by incorporating advanced ensemble
techniques.

To introduce the ensemble approaches, one potential improve-
ment involves modeling each sensor individually. This approach
entails building a separate CNN model for each of the ten sen-
sors, allowing for more specialized and potentially more accurate
predictions from each sensor’s data. By focusing on the unique
characteristics and data patterns of each sensor, the models can

be better tailored to capture specific nuances in the time-series
data.

After developing individual models for each sensor, the next
step would be to combine the predictions from these models into
a single final prediction. This can be achieved using an ensemble
method, such as a random forest classifier. The random forest
classifier would take the ten individual predictions (one from
each sensor model) as input features and produce a consolidated
final axle weight prediction.

This method not only holds the potential to improve the ac-
curacy and robustness of the axle weight predictions but also
provides a scalable framework that can be adapted to different
datasets and sensor configurations. Future work should explore
the implementation of this approach, including the optimization
of individual sensor models and the integration of their predic-
tions through an ensemble method.

By advancing the CNN model in this manner, it is anticipated
that the performance gap relative to the OIML R-134 recommen-
dation could be further reduced, bringing the predictions closer
to the required accuracy levels with a smaller amount of data
and enhancing the overall efficacy of the axle weight prediction
system.

Acknowledgements
This study received funding from company Cestel. The authors
acknowledge the funding from the Slovenian Research and Inno-
vation Agency (ARIS), Grant (PR-10495) and Basic core funding
P2-0209. The author(s) made use of chatGPT to assist with this
article. ChatGPT was commonly employed as a tool for enhanc-
ing the language of the initial draft, without altering the length
of the text. ChatGPT 4 was accessed/obtained from chatgpt.com
and used with modification in July 2024.

References
[1] Mariana Bosso, Kamilla L Vasconcelos, Linda Lee Ho, and Liedi LB Bernucci.

2020. Use of regression trees to predict overweight trucks from historical
weigh-in-motion data. Journal of Traffic and Transportation Engineering
(English Edition), 7, 6, 843–859.

[2] Wei He, Tianyang Ling, Eugene J OBrien, and Lu Deng. 2019. Virtual axle
method for bridge weigh-in-motion systems requiring no axle detector.
Journal of Bridge Engineering, 24, 9, 04019086.

[3] Hamed Kalhori, Mehrisadat Makki Alamdari, Xinqun Zhu, Bijan Samali,
and Samir Mustapha. 2017. Non-intrusive schemes for speed and axle iden-
tification in bridge-weigh-in-motion systems. Measurement Science and
Technology, 28, 2, 025102.

[4] Teja Kattenborn, Jens Leitloff, Felix Schiefer, and Stefan Hinz. 2021. Review
on convolutional neural networks (cnn) in vegetation remote sensing. ISPRS
journal of photogrammetry and remote sensing, 173, 24–49.

[5] Sungkon Kim, Jungwhee Lee, Min-Seok Park, and Byung-Wan Jo. 2009.
Vehicle signal analysis using artificial neural networks for a bridge weigh-
in-motion system. Sensors, 9, 10, 7943–7956.

[6] Steven J Rigatti. 2017. Random forest. Journal of Insurance Medicine, 47, 1,
31–39.

[7] Mohhammad Sujon and Fei Dai. 2021. Application of weigh-in-motion
technologies for pavement and bridge response monitoring: state-of-the-art
review. Automation in Construction, 130, 103844.

[8] Yuhan Wu, Lu Deng, and Wei He. 2020. Bwimnet: a novel method for iden-
tifying moving vehicles utilizing a modified encoder-decoder architecture.
Sensors, 20, 24, 7170.

[9] Suan Xu, Xing Chen, Yaqiong Fu, Hongwei Xu, and Kaixing Hong. 2022.
Research on weigh-in-motion algorithm of vehicles based on bso-bp. Sensors,
22, 6, 2109.

[10] ZF Zhou, P Cai, and RX Chen. 2007. Estimating the axle weight of vehicle
in motion based on nonlinear curve-fitting. IET science, measurement &
technology, 1, 4, 185–190.

[11] A Žnidarič, J Kalin, M Kreslin, M Mavrič, et al. 2016. Recent advances in
bridge wim technology. In Proc. 7th International Conference on WIM.

[12] Hui Zou and Yuhong Yang. 2004. Combining time series models for fore-
casting. International journal of Forecasting, 20, 1, 69–84.

30



Comparison of Feature- and Embedding-based Approaches for
Audio and Visual Emotion Classification
Sebastijan Trojer

st5804@student.uni-lj.si

Jožef Stefan Institute

Faculty of Computer and Information Science

Ljubljana, Slovenia

Zoja Anžur

zoja.anzur@ijs.si

Jožef Stefan Institute

Ljubljana, Slovenia

Mitja Luštrek

mitja.lustrek@ijs.si

Jožef Stefan Institute

Jožef Stefan International Postgraduate School

Ljubljana, Slovenia

Gašper Slapničar

gasper.slapnicar@ijs.si

Jožef Stefan Institute

Ljubljana, Slovenia

Abstract
This paper presents a comparative analysis of feature- and embe-

dding-based approaches for audio-visual emotion classification.

We compared the performance of traditional handcrafted fea-

tures, using MediaPipe for visual features and Mel-frequency

cepstral coefficients (MFCCs) for audio features, against neural

network (NN)-based embeddings obtained from pretrained mod-

els suitable for emotion recognition (ER). The study employs

separate uni-modal datasets for audio and visual modalities to

rigorously assess the performance of each feature set on each

modality. Results demonstrate that in the case of visual data NN-

based embeddings significantly outperform handcrafted features

in terms of accuracy and F1 score when training a traditional

classifier. However, for audio data the performance is similar

on all feature sets. Handcrafted features, such as facial blend-

shapes, computed from MediaPipe keypoints and MFCCs, re-

main relevant in resource-constrained settings due to their lower

computational demands. This research provides insights into

the trade-offs between traditional feature extraction methods

and modern deep learning techniques, offering guidance for the

development of future emotion classification systems.

Keywords
emotion recognition, embeddings, hand-crafted features

1 Introduction
Automated emotion recognition (ER) often focuses on twomodali-

ties – video and audio. This is akin to human emotion recognition,

as we heavily rely on audio-visual characteristics, such as facial

expressions and audio cues, to deduce emotional state [7]. Both

audio and video are relatively simple to obtain using sensors,

as such sensors are unobtrusive and easily available (e.g., web-

cameras) and can be used to train machine learning (ML) models

for emotion recognition.

In the past decade deep-learning (DL) approaches achieved

state-of-the-art (SOTA) results in many domains, including emo-

tion recognition [16]. However, despite the superior performance

of such models, many doubts have been cast on their black-box
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nature, lacking explainability and interpretability of the internally

derived features [9]. Furthermore, while some research suggests

superior performance of embeddings compared to traditional

features [20], this is not universally agreed upon [8], especially

when taking into account potentially much higher computational

complexity of deriving embeddings with deep artificial neural

networks (ANNs).

Our research question is thus, whether it is better to compute

embeddings using SOTA pretrained DL models instead of using

hand-crafted features, as ANN embeddings promise to increase

detection accuracy at the cost of interpretability and computa-

tional complexity. In this work we compared the performance of

hand-crafted features and embeddings obtained with pretrained

SOTA models for the down-stream task of emotion recognition.

We independently compared ER performance of audio and video

modality, using established benchmark datasets for each. Hand-

crafted features were chosen based on literature and embeddings

were computed with task-suitable pretrained models available

in existing Python libraries. Both were formatted in a way that

allowed us to then train a set of traditional ML models, listed in

Section 3.3, for ER, using hand-crafted features, embeddings, or

a union of both as inputs.

2 Related Work
Performance comparison of hand-crafted features and learned

embeddings has been discussed in depth in computer vision do-

main. Schonberger et al. [15] demonstrated that hand-crafted

features (e.g., SIFT) still perform on par or better than learned

embeddings in image reconstruction. They warned of high vari-

ance across datasets when using learned embeddings as features.

Similarly, Antipov et al. [2] reported similar performance of hand-

crafted features (e.g., HOG) and learned embeddings when classi-

fying pedestrian gender from images using small datasets. They

also highlighted superior generalization performance of embed-

dings across (unseen) datasets. In emotion recognition from audio,

Papakostas et al. [13] compared using hand-crafted MFCC-based

features with embeddings from a custom convolutional neural

network (CNN) trained on spectrograms. The latter slightly out-

performed hand-crafted features by 1% on average in terms of

F1 score, again showing similar performance. Ye et al. [21] re-

cently showed that using a union of both hand-crafted features

and learned embeddings achieves superior performance in user

identification, compared to using each input individually.

There is moderate (but not universal) agreement in recent

literature that performance between hand-crafted features and
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learned embeddings is similar, however, most work comparing

their performance is limited to a single modality or task. We

compared performance between two different modalities for the

task of ER and investigated potential performance improvements

of feature-level fusion (hand-crafted + embeddings).

3 Methodology
Our task consisted of two parts – hand-crafted features and em-

beddings computation, and ER model training for classification.

Both were done on (separate) audio and visual modality and will

be described per-modality in the following sections.

3.1 Datasets
As mentioned previously, the ER task is most-often audio-visual,

so we decided to use an audio and a visual dataset to indepen-

dently evaluate the performance of different feature sets. While

many datasets exist that contain both modalities, they often have

a problem of imprecise coarse emotion labelling [18], as labels

are video-based, while emotions can be exhibited and changed in

much shorter windows. Splitting video into frames yields a large

number of (different) instances with the same label, so we wanted

a dataset with individual image labels. As our focus was on com-

paring the performance of hand-crafted and embedding-based

features, we chose two well-established benchmark datasets ded-

icated to audio and visual emotion classification. These datasets

contain short audio clips and individual images with precise

short-term and per-frame labels, circumventing the mentioned

per-video labelling problem.

3.1.1 Audio Dataset. For evaluation on audio data we decided

to use the crowd-sourced emotional multimodal actors dataset

(CREMA-D) [4]. It contains short clips of 91 actors between the

ages of 20 and 74 coming from a variety of races and ethnicities,

who exhibited six different emotions (Anger, Disgust, Fear, Happy,
Neutral, Sad). Each actor produced about 80 clips (small vari-

ation), saying specific sentences exhibiting different emotions.

The distribution of labels was balanced, each class representing

approx. 16% of the data. The intended emotions were verified

with 2,443 crowd-sourced human raters as baseline. These raters

predicted emotions based on audio only, video only, or both,

achieving 40.9%, 58.2% and 63.6% recognition of intended (acted)

emotion respectively.

3.1.2 Visual Dataset. For visual data we chose the extended

Cohn-Kanade dataset (CK+) [11], which a staple dataset in ER

evaluation from facial expressions. It contains images of 118

adults, aged between 18 and 50, again of different ethnicities. Par-

ticipants were instructed to perform a series of 23 facial displays,

relating to one of seven emotions (Anger, Contempt, Disgust, Fear,
Happy, Sad, Surprise). The distribution of classes in CK+ is not

balanced – Surprise is the majority class at 25% and Contempt the
minority class at 6%, with others in between. This distribution

also changes between subjects. CK+ images were reshaped to

48x48 pixels, put in grayscale format and cropped using frontal

face Haar cascade classifier [1] as part of preprocessing. The

emotion labels were validated by experts via facial activation

unit rules (e.g., Happy = Activation unit 12 must be present = Lip

corner puller active).

3.2 Feature Computation
For selection of hand-crafted features we relied on literature

and previous work in ER for each modality. For embeddings on

the other hand, we chose SOTA pretrained models trained for

related tasks. We extracted embeddings at a model-specific point

before the learning layers, and formatted them using principal

component analysis (PCA) in order to reduce their dimensionality

while maintaining the relevant information.

3.2.1 Audio Features. MFCCs are historically well-established

in ER from audio [10], as they give a good approximation of the

human auditory system’s response. For each audio clip, we com-

puted a common set of statistical aggregate features (averages,

standard deviations) for MFCCs, Root Mean Square (RMS) en-

ergy (volume), Zero-Crossing Rate, Spectral Bandwidth, Spectral

Contrast, and Spectral Roll-off, using the librosa python library.

For embeddings we decided to investigate models pretrained

on similar audio tasks (e.g., emotion recognition) and use them

to the point where embeddings are available, which typically

means the upper part of the ANN architecture, responsible for

computation of embeddings representing the features. Three pre-

trained models were investigated in our evaluation, all based

on the wav2vec2 architecture, which is a self-supervised model

for learning speech representations proposed by Facebook AI

Research (FAIR) [3]. Full wav2vec2 pretraining framework com-

prises a latent feature encoder, a context network using the trans-

former architecture, a quantization module and contrastive loss

(pre-training objective). For our purposes the feature encoder

is important, which is a 7-layer 1D CNN reducing the dimen-

sionality of audio inputs into a sequence of feature vectors. The

initial model version was pretrained on the LibriSpeech dataset,

another version was fine-tuned on IEMOCAP dataset specifically

for ER, and finally a large general cross-lingual model (XLSR)

was trained on millions of hours of unlabeled audio data in 53

(later extended) languages [5]. These three variants were used

to extract their corresponding embeddings. Since the input data

from CREMA-D is of inconsistent shape (varying by < 1 sec), we

had to employ an additional adaptive average pooling layer to en-

sure consistently shaped outputs. We designed this pooling layer

so that we lost minimal information (short segment length for

pooling) and the outputs were then flattened. PCA was employed

to subsequently reduce them to 10 dimensions. The number of di-

mensions was chosen arbitrarily and could be changed, however,

we believe that 10 dimensions offer a good balance between re-

tained information and computational (and spatial) requirements.

Moreover, this number of PCA components is on the same order

of magnitude as the number of hand-crafted features, making

them more comparable.

3.2.2 Visual Features. For visual features, we focused on the

movement of specific facial keypoints, such as the corners of

the mouth and eyebrows, which form the basis of the Facial

Action Coding System (FACS) – a taxonomy that categorizes

human facial expressions based on muscle movements [6]. We

employed the MediaPipe (MP) framework [12] to extract values

representing the activation of various facial blendshapes, which

correspond approximately to the regions defined in FACS. In this

paper, we classify MediaPipe features as “handcrafted” because,

despite being neural network-based, they quantify predefined

facial areas with human-interpretable metrics. This contrasts

with CNN-based embeddings, which capture patterns without

direct interpretability.

For comparison, we used embeddings from two pretrained

models: FaceNet [17] and EfficientNet [19] from the HSEmotion

library [14]. FaceNet architecture is based on GoogleNet, which

is a variant of deep CNN, and is trained using triplet loss. It
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was optimized for facial recognition, verification, and clustering.

EfficientNet comprises several inverted bottleneck convolutional

residual blocks. It achieved SOTA results on the AffectNet ER

dataset, while being relatively light-weight. Again, PCAwas used

to reduce the embeddings to 10 dimensions.

3.2.3 Computational and Spatial Requirements. In order to have

a clear overview of the trade-off between computational and

spatial requirements of each feature computation method, and

their classification performance discussed in the next section, we

first report the average times to compute and disk sizes of the

output (per one instance) for each method in Table 1.

Table 1: Average time and disk space needed for feature
computation using each method.

Modality Feature method Avg. Time Avg. Space

Audio

MFCC stats 19 ms < 1 kB
wav2vec2 LibriSpeech 99 ms 194 kB

wav2vec2 XLSR 274 ms 258 kB

wav2vec2 IEMOCAP 101 ms 5 kB

Video

MediaPipe 10 ms < 1 kB
FaceNet 29 ms 2 kB

EfficientNet 2 ms 5 kB

When interpreting the results in Table 1, it must also be con-

sidered that DL-based methods require additional computational

time when doing PCA on top of the raw embeddings.

3.3 Emotion Classification
Data splitting is a crucial step in evaluation of ML models, as

it must be done in a way to avoid overfitting and provide a ro-

bust evaluation of generalization capabilities of a model. The

aim of this research was primarily not to evaluate the absolute

performance of ER, but rather compare the performance when

using hand-crafted vs. embedding features. Therefore it was cru-

cial to consistently ensure that the same data splits and models

were used in each experiment, for each of the compared inputs.

We decided for the most robust leave-one-subject-out (LOSO)

evaluation, always using default model hyperparameters. Such

experimental setup minimized overfitting and also gave a good

overview of generalization performance of emotion classifiers.

4 Experiments and Results
The outputs of the previous step were used as inputs (features)

to train a traditional ML model for emotion classification. We

evaluated several options: taking the 10 PCA components of em-

beddings obtained from each pretrained model as inputs, taking

only hand-crafted features as inputs, and taking union of both

as input. Each of these cases was evaluated for audio and visual

modality separately, using the LOSO experimental setup. Several

popular ML models were compared (with default hyperparame-

ters), including k-nearest Neighbours (kNN), Random Forest (RF),

Support Vector Machines (SVM) with linear kernel, and eXtreme

Gradient Boosting (XGB). We monitored classification accuracy

and macro F1 score as metrics of the model performance. All

results were compared with baseline majority classifier and are

reported as averages across all iterations of LOSO, wheremajority

was always taken from the train data (all except left-out).

4.1 Audio Emotion Classification
As mentioned in Section 3 we investigated the following options

as feature inputs:

(1) Hand-crafted statistical features relating to MFCCs

(2) 10-component PCA ofwav2vec2 embeddings from amodel

trained on LibriSpeech

(3) 10-component PCA ofwav2vec2 embeddings from amodel

trained on IEMOCAP

(4) 10-component PCA of wav2vec2 embeddings from a cross-

lingual XLSR model

(5) Union of hand-crafted and best-performing embeddings

(from above)

These were compared in experiments as described in Section 3.3,

using a set of four ML models. Results of best-performing model

for each set in terms of accuracy and F1 are given in Table 2.

Fused data was acquired by concatenating the feature sets.

Table 2: Best performing models for each feature set and
corresponding accuracy and F1 scores for audio data. Note
that embeddings were represented with 10 components
obtained from PCA.

Feature set Best model Accuracy F1 score

N/A Majority 0.17±0.00 0.05±0.00
MFCC stats RF 0.46±0.08 0.43±0.09
wav2vec2 LibriSpeech SVM 0.47±0.08 0.45±0.09
wav2vec2 XLSR SVM 0.30±0.05 0.27±0.05
wav2vec2 IEMOCAP SVM 0.47±0.08 0.42±0.09
MFCC + best wav2vec2 SVM 0.52±0.09 0.50±0.10
4.2 Image Emotion Classification
To stay consistent with the audio experiments we performed the

same LOSO experiments described in Section 3.3. We compared

model performances using the following features as inputs:

(1) MediaPipe blendshapes

(2) 10-component PCA of FaceNet embeddings

(3) 10-component PCA of EfficientNet embeddings

(4) Union of MP and FaceNet embeddings

(5) Union of MP and EfficientNet embeddings

Accuracy and F1 scores for the best performing models for

each set of features are again reported in Table 3

Table 3: Best-performing models for each feature set and
corresponding accuracy and F1 scores for visual data. Note
that embeddings were represented with 10 components
obtained from PCA.

Feature set Best model Accuracy F1 score

N/A Majority 0.25±0.00 0.40±0.00
MediaPipe RF 0.62±0.28 0.51±0.29
FaceNet SVM 0.45±0.30 0.36±0.30
EfficientNet RF 0.93±0.16 0.90±0.20
Mediapipe + FaceNet XGB 0.70±0.28 0.60±0.29
Mediapipe + EfficientNet XGB 0.93±0.17 0.90±0.21

4.3 Discussion
From Tables 2 and 3 we can observe that for audio the best

performance is achieved when using union of hand-crafted and

embedding features, while for visual ER the performance of only

embeddings or union is nearly identical. The improvement of

feature union is thus generally small, as for visual data we get

the same result as using only the best embeddings (1% difference

in standard deviation), while for audio data the improvement in
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both metrics is about 5% compared to individual feature sets. All

results substantially outperform the baseline majority classifiers.

For audio datawe can see that the best embedding set (wav2vec2

LibriSpeech) performs nearly the same as hand-crafted features

(MFCC stats), which is in agreement with some literature [13]. It

is surprising that LibriSpeech embeddings slightly outperform

IEMOCAP ones, since the latter were trained specifically for

emotion recognition, while the former were not. The subpar

performance of XLSR is expected, since it is a more general cross-

lingual unsupervised model, while investigated data is spoken in

English. For visual data on the other hand the best embeddings

(EfficientNet) substantially outperform hand-crafted facial ex-

pression features (MediaPipe) and those obtained from FaceNet.

This is expected, as EfficientNet was trained specifically for emo-

tion recognition, while FaceNet was trained for face recognition.

In terms of ML models, we consistently observed best perfor-

mance of SVM for ER from audio data, while for video data the

best model is not as homogeneous. Importantly, performance of

different models (RF, SVM and XGB) was often within 1%.

Another important observation is the relative stability of re-

sults across subjects when classifying from audio, with standard

deviations around 8%. The same was not observed in the eval-

uation from visual data, with much higher standard deviations,

indicating lower stability and greater variation between subjects.

To address our initial research question, we observed simi-

lar performance of hand-crafted features and embeddings from

SOTA DL models for audio-based ER, with union of both achiev-

ing the best results. The image-based visual ER achieved much

better performance with learned embeddings as inputs, while the

union of features showed no improvement. However, the cost

of hand-crafted features and embeddings in terms of computa-

tional power required to compute, and spatial requirements to

save, is not the same. While hand-crafted features are usually

computed quickly and represented with a few numbers, as re-

ported in Table 1, the embeddings require loading a (commonly

large) pretrained ANN, which performs a large number of matrix

multiplications, resulting in high-dimensional embeddings (e.g.,

64×512). This in turn requires additional dimensionality reduc-

tion, such as PCA employed in this work. Our results indicate

that for image-based visual ER, the additional cost is worthwhile,

due to large improvements in performance, while audio-based

ER achieved much smaller improvement, making the use of em-

beddings from pretrained models less attractive.

Finally, hand-crafted features mostly offer direct interpretabil-

ity (e.g., audio loudness), while embeddings are commonly black-

box in nature, lacking explainability without suitablemechanisms

on top. The clear meaning of hand-crafted features can be helpful

when training traditional ML models, where feature importance

can be compared and subsequently interpreted.

5 Conclusion
In summary we compared using hand-crafted features, embed-

dings of pretrained SOTA models, or union of both, as inputs for

ERmodels using audio and visual data. We found that embedding-

based approach is substantially superior with visual data, out-

weighing the computational cost – the latter is in fact the lowest

when using EfficientNet. For audio data, the improvement was

only seen in union of inputs, and was relatively low.

As future work it would be worthwhile to compare merged

audio-visual features and embeddings in a single ER problem on

the same dataset having both modalities. Furthermore, currently

used data was simulated/acted, so interpretation of these results

must take that into account. Numbers are expected to decrease

on a more realistic dataset, as emotions in everyday life are quite

subtle [18]. It would thus make sense to run similar experiments

on more realistic data as well, although such data is more scarce.
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Abstract 
To mitigate distractions during complex tasks, ubiquitous 
computing devices should adapt to the user's cognitive load. 
However, accurately assessing cognitive load remains a significant 
challenge. This study aims to present sophisticated, multi-modal 
data collection, which can enable accurate estimation of cognitive 
load using wearable and contact-free devices. A total of 25 
participants participated in six cognitive load-inducing tasks, each 
presented at two levels of difficulty. Simultaneously, physiological 
and behavioral data were collected from a multi-modal sensory 
setup, including: Empatica E4 wristband, Emteq OCOsense 
glasses, an eye tracker, a thermal camera, a depth camera and an 
RGB video camera. Additionally, participants provided subjective 
measures of cognitive load by completing standardized NASA 
Task Load Index (NASA TLX) and Instantaneous Self-Assessment 
(ISA) questionnaires following each cognitive task. Preliminary 
statistical analyses were conducted on participant demographics, 
performance metrics, and the perceived difficulty of tasks, as 
reported in the completed questionnaires.  

Keywords 
cognitive load inference, wearable sensors, contact-free 
unobtrusive sensors 
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1 Introduction 
Human attention is a critical resource that is increasingly targeted 
by mobile applications, online services, and other forms of digital 
engagement. In an era of constant connectivity, capturing and 
retaining user attention has become a primary objective for many 
technologies. However, as users engage in cognitively demanding 
tasks, distractions can lead to performance degradation and 
increased stress. Therefore, to minimize interruptions and maintain 
productivity, ubiquitous computing systems must become capable 
of recognizing and adapting to the user’s cognitive load in real time.  

    Cognitive load, defined as the mental effort required to process 
information and perform tasks, triggers a series of physiological 
responses in the human body. These responses are largely governed 
by the activation of the sympathetic nervous system. When 
cognitive load increases, measurable changes can be observed in 
physiological markers, including blood pressure, brain activity, eye 
movements, electrodermal activity (EDA), respiration rate, heart 
rate variability, etc. Furthermore, changes are also reflected in 
facial expressions, posture, and other behavioural patterns. 

    This study seeks to offer a unique multi-modal dataset with a rich 
set of wearable and unobtrusive sensors to capture the subtle 
changes that occur with the gradual activation of the sympathetic 
nervous system. Rather than solely focusing on maximizing data 
accuracy through the use of numerous devices, this approach also 
aims to identify the minimum set of sensors required to achieve 
reliable cognitive load assessment. To that end, rich multi-modal 
data was collected from a myriad of sensors, including wearables 
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(OCOsense glasses and Empatica E4 wristband) and contact-free 
unobtrusive sensors such as an advanced eye tracker, a thermal 
camera, a depth camera, and an RGB video camera. To the best of 
our knowledge, no prior dataset exists containing such rich multi-
modal data obtained with such an elaborate sensory setup.  
 
2    Related Work 
The challenge of cognitive load estimation has been extensively 
studied across various fields. Significant emphasis has been placed 
on reducing cognitive load in dynamic environments, such as 
aviation [1]. Recent research has increasingly focused on 
transitioning from direct measurements, such as 
electroencephalography (EEG), to indirect methods of cognitive 
load assessment. For instance, ocular metrics, including pupil 
diameter and blink rate, have been shown to accurately estimate 
cognitive load [2, 3, 4]. Additionally, facial temperature variations 
have been widely correlated with cognitive workload, providing 
another non-invasive means of assessment [5, 6]. Novak et al. 
demonstrated that biometric indicators, such as galvanic skin 
response and skin temperature, can signal increased cognitive load; 
however, these measures are insufficient to distinguish between 
varying levels of cognitive load [7]. Wang et al. demonstrated that 
visual cues—including face pose, eye gaze, eye blinking, and yawn 
frequency—can serve as indicators of cognitive load [8]. 
    This research aims to address the complexities of cognitive load 
estimation by integrating a wide range of psychophysiological 
signals, offering a more comprehensive approach to this task. 
  

3    Experimental Setup 
The objective of our data collection was to capture participants' 
cognitive load under varying levels of difficulty imposed by 
cognitive load-inducing tasks. The study was conducted in a quiet, 
temperature-controlled room, with participants tested individually. 
At the beginning of each session, participants were seated in a 
comfortable chair in front of a 24” monitor and given instructions 
about the experiment and their expected role. The Empatica E4 
wristband was then fitted to the participant's non-dominant hand, 
and the OCOsense glasses for emotion recognition were equipped 
in line with product instructions.  
    Data collection was further enriched through the use of 
unobtrusive sensing technologies, including a Tobii Spark eye 
tracker (60 frames per second), an Intel RealSense Depth Camera 
D455 (providing depth data at 30 fps), a Logitech BRIO stream 4k 
webcam at 10 fps with HDR and noise-canceling microphones and 
a FLIR Lepton 3 thermal camera delivering a full 160x120 pixel 
thermal resolution with 8 fps. We used this set of devices to 
continuously monitor participants throughout the recording 
session. The experimental setup can be observed in Figure 1. 
 

4    Data Collection Protocol 
Prior to the experiment, participants completed a brief sleep 
questionnaire to gather information about their sleep patterns (e.g., 
hours slept the night before and usual sleep duration) and rated their 
levels of fatigue and focus on a scale of 1 to 10. 
 

 
Figure 1: Experimental setup 

 
Calibration data for the OCOsense glasses was then recorded by 
having participants replicate four facial expressions — smiling, 
frowning, brow raising, and eye squeezing — three times each. 
Calibration for the eye tracker followed, during which participants 
tracked a moving dot with their eyes. This calibration aimed to 
optimize participant's seating position for accurate eye-tracking. 
    The experiment's main phase involved participants completing 
cognitive load-inducing tasks that tested three aspects of cognition: 
attention, memory, and visual perception. For each cognitive 
domain, two widely recognized tasks were presented, each with 
two levels of difficulty (easy and difficult). This design allowed for 
the differentiation of cognitive load levels. Following each 
category of cognitive tasks, participants engaged in relaxation tasks 
that were not expected to induce cognitive load, such as meditation 
with open eyes, listening to music to relieve stress and passive 
viewing of aesthetically pleasing images. These tasks provided 
baseline data for periods of minimal cognitive load. 
    In summary, each recording session included six cognitive load-
inducing tasks (with two levels of difficulty) and three relaxation 
tasks, totaling 15 tasks. After each task, participants completed the 
NASA Task Load Index (NASA TLX) questionnaire, a validated 
instrument for assessing cognitive load across six dimensions: 
mental demand, physical demand, temporal demand, performance, 
effort, and frustration [9]. Each question was rated on a scale of 0 
to 100. In this study, the unweighted version of the NASA TLX, 
known as the Raw NASA TLX, was used. Additionally, 
participants completed a single-item Instantaneous Self-
Assessment (ISA) of workload, providing a subjective measure of 
the cognitive load induced by the task [10]. These questionnaires 
served as subjective assessments of cognitive load and as reference 
points for the difficulty of each task [11].  
    The tasks were implemented using PsychoPy, an open-source 
software package commonly used in neuroscience and 
experimental psychology research [12]. For attention-related tasks, 
participants completed the N-back and Stroop tests. In the N-back 
task, participants were presented with a sequence of letters and 
asked to determine whether the current letter matched the one 
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presented N trials earlier (with task difficulty increasing as N 
increased) [13]. Participants completed both a 2-back and a 3-back 
task. In the Stroop test, participants identified whether the word 
matched the color in which it was written, with the easier version 
involving two colors (red and blue) and the more difficult version 
incorporating five colors [14].  
    Memory-related tasks included a memory game and a question-
answering task based on a previously shown image. In the memory 
game, participants recalled as many words as possible from a set, 
with the easier version comprising seven words and the more 
difficult version consisting of 15 words. In the question-answering 
task, participants focused on an image and then answered questions 
about it (e.g., remembering the number of particular objects in the 
image), with the hard version using an image with greater detail. 
    The visual perception tasks included a "spot the difference" task 
and a pursuit test. In the "spot the difference" task, participants were 
presented with two images and were asked to identify as many 
differences as possible within a one-minute time frame. The 
difficulty of this task varied, with the more challenging version 
involving an image that contained greater detail compared to the 
simpler, easier version. The pursuit test required participants to 
visually track irregularly curved, overlapping lines. As with the 
"spot the difference" task, the pursuit test was administered at two 
levels of difficulty. The more difficult version featured a more 
intricate image, with longer and more tangled lines, as opposed to 
the less complex image used in the easier version of the task. 
 

5    Statistics 
In this section, we present some descriptive demographic and task-
related statistics for the participants involved in the experiment. 
The average age of participants was 29.28 years, with a standard 
deviation of 8.31. In terms of educational background, the majority 
of participants (44 %) had obtained a Bachelor's degree (BSc), 
followed by those with a Master's degree (MSc), 28 %. A smaller 
portion had completed only high school (16 %) or had earned a PhD    
(12 %). Additionally, 60 % of the participants were male. 
    We then looked at the descriptive statistics derived from the 
performance of the participants in each task. These indicate that 
participants performed consistently well on tasks such as the 2-back 
task, both easy and difficult versions of the Stroop test, the easy 
memory task (where participants recalled an average of 5 out of 7 
words), the easy version of the "spot the difference" task (with an 
average detection rate of approximately 90 % of all the 
differences), and both versions of the pursuit test. Notably, 
participants performed slightly better on the difficult version of the 
Stroop test, likely due to their increased familiarity with the task. 
    However, performance was lower on tasks such as the 3-back 
test (which most participants perceived as highly or extremely 
difficult), the difficult memory task (with an average recall rate of 
39 %), and both the easy and difficult question-answering tasks. 
The difficult version of the "spot the difference" task also showed 
lower performance, with participants detecting only 25 % of the 
differences on average. Consistent performance among subjects 
(with low standard deviation) was observed across all tasks except 

for the N-back tasks. Notably, the N-back tasks were always 
presented first to participants, suggesting that they may have 
required additional time to adjust to the testing environment and 
fully engage with the task. 
    Next, an inferential statistical analysis was performed on the 
relationship between task scores and various variables of the sleep 
pattern. To investigate the potential influence of tiredness on 
performance, responses from the sleep patterns questionnaire were 
analyzed. A non-parametric Kruskal-Wallis test was performed to 
determine whether there was a statistically significant difference in 
overall scores across different levels of tiredness (low, medium, 
and high). The resulting p-value (0.91) indicated no significant 
difference in performance between these groups. Thus, tiredness 
levels did not show a statistically significant impact on 
performance within a 95 % confidence interval.  
    Similarly, the effect of focus level (low vs. high) on overall 
performance was examined using a non-parametric Mann-Whitney 
test. The p-value was 0.12, indicating no statistically significant 
difference in performance between low and high focus groups at 
the 5 % significance level.  
    Furthermore, the relationship between hours of sleep the night 
before the experiment and participant performance was examined 
using Spearman’s correlation. The p-value was 0.42, indicating no 
statistically significant correlation between overall performance 
scores and hours of sleep the night before the experiment.  
    The potential influence of participants' highest education level 
on overall performance was also investigated. To assess this, a non-
parametric Kruskal-Wallis test was conducted. The results (p-value 
of 0.33) indicated no statistically significant difference in 
performance scores across different education levels among the 
participants. 
    Overall, the small sample size may have constrained the ability 
to detect significant effects. The limited variability in the sample's 
educational background and other factors likely contributed to the 
lack of observed differences, emphasizing the need for a larger, 
more diverse sample to better understand the impact of these 
variables on cognitive load performance. 
 
 

 
 

Figure 2: Reported perceived difficulty per cognitive task 
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    As shown in Figure 2, participants consistently perceived the 
difficulty of the two N-back tasks and the difficult version of the 
"spot the difference" task as somewhat high or high. This suggests 
a general consensus regarding the difficulty of these tasks. In 
contrast, the NASA TLX-based perceived difficulty of remaining 
tasks, exhibited significant variability among participants.  
    To assess differences in performance across task difficulties and 
evaluate the potential for differentiating cognitive load using 
machine learning models, we conducted additional inferential 
statistical analyses. The Wilcoxon signed-rank test was used to 
compare participant performance on the easier and more difficult 
versions of each cognitive task. 
    Statistically significant differences in performance were found 
between the two difficulty levels for all tasks. For the N-back, "spot 
the difference", and pursuit tasks, participants performed 
significantly better on the easier versions, indicating that increased 
difficulty negatively impacted performance. Conversely, for the 
Stroop, memory, and question-answering tasks, participants 
performed better on the more difficult versions.  
    The statistical analysis conducted in this study provides initial 
evidence supporting the validity of the data collection protocol, 
particularly with respect to the selection of tasks and task difficulty 
levels. The tasks chosen for this experiment varied significantly in 
terms of their cognitive demands, as reflected by the substantial 
differences in performance between the easier and more difficult 
versions of each task. These results indicate that cognitive load and 
performance are task-specific, and the significant differences 
observed support the feasibility of using machine learning models 
to differentiate between varying levels of cognitive load.  
 

6    Conclusion and Future Work 
This study employs a novel approach to data collection for 
cognitive load inference by combining psychophysiological data 
obtained from multi-modal sensory setup, including wearable and 
unobtrusive contact-free sensors. The decision to utilize a diverse 
set of devices was motivated by the hypothesis that integrating data 
from multiple sources could provide a more accurate assessment of 
cognitive load, while also aiming to identify the minimal sensor 
configuration required to achieve reliable results. This is 
particularly relevant in dynamic and high-stakes environments, 
such as driving, where accurate cognitive load assessment could 
have life-saving implications. To the best of our knowledge, no 
prior research has incorporated such a comprehensive and 
multifaceted setup for cognitive load evaluation.  
    The statistical analyses conducted thus far offer promising 
validation for the data collection protocol. The selection of tasks 
and task difficulty levels proved effective in eliciting a range of 
cognitive load levels, as evidenced by the significant performance 
differences between task difficulties. 
    To further enhance the validity of the data collection protocol, 
several changes could be implemented in potential subsequent 
collections. Refining task difficulty levels could offer more 
granularity in cognitive load differentiation, ensuring a clearer 
distinction between varying levels of cognitive load. Furthermore, 
increasing the diversity of participants in terms of age, educational 

background, and other demographic factors is desirable to enhance 
the generalizability of the findings. 
    In future work, the collected data will be processed and utilized 
to train machine learning models aimed at estimating cognitive 
load. Ground truth for the machine learning models can be derived 
from various sources, including perceived task difficulty reported 
through the standardized questionnaires, the designed difficulty 
level of the tasks or the participants' performance on the tasks. 
These machine learning models will leverage sophisticated ML 
techniques to effectively integrate and analyze multi-modal data, 
aiming to enhance the accuracy of cognitive load predictions. We 
also plan to further expand the dataset with another phase of data 
collection, offering a rich dataset both in terms of modalities, as 
well as in terms of participants. The collected dataset will serve as 
a stepping stone towards robust multi-modal cognitive load 
assessment, allowing for creation and benchmarking of ML models 
and will be made available to general public after the collection is 
finalized. 
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Abstract
Health-related absenteeism, or sick leave, is a complex issue with

significant financial and operational implications for businesses.

We present a machine learning approach to predict employee

absenteeism in a Slovenian company. The study involved pre-

processing and augmenting the dataset by incorporating domain

knowledge, and evaluating various machine learning models.

Gradient Boosted Regression Trees emerged as the most effective

model, significantly outperforming the baseline model which

merely predicted the previous year’s absenteeism rate. Key at-

tributes influencing absenteeism were identified, notably includ-

ing current absenteeism, performance evaluations, and various

job type and location-related features. Results highlight the po-

tential of machine learning in proactively managing absenteeism

and offer recommendations for future research, such as modeling

absenteeism as a time series and incorporating additional data

sources. We also show that the current data is not detailed and

granular enough to further improve the results.

Keywords
absenteeism, data analysis, data augmentation, machine learning

1 Introduction
Absenteeism — temporary absence from work due to health

reasons — is awidespread issue. In Slovenia, it has been on the rise

since 2014 (Figure 1), with an average of 56,128 individuals absent

daily in 2022, representing approximately 5.91% of the workforce

[8]. This carries substantial financial burdens: direct costs like sick

pay and indirect costs from overstaffing, reduced productivity

and service quality [2]. The complexity of absenteeism, rooted

in personal and organizational factors, makes it challenging to

predict and manage effectively [10].

Recent years have witnessed a growing interest in leverag-

ing artificial intelligence (AI) and machine learning (ML) to ad-

dress the absenteeism challenge [5]. Various machine learning

techniques, including neural networks, decision trees, random

forests, and gradient boosting, have been employed to predict ab-

senteeism and identify its underlying causes [3, 9]. These studies

have demonstrated the potential of machine learning in providing

valuable insights for proactive absenteeism management.

This paper presents a case study conducted in collaboration

with a Slovenian IT company
1
aiming to improve absenteeism

prediction and management. The study includes preprocessing

1
The company asked to remain anonymous, so it is referred to as Company X.
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Figure 1: The increase in absenteeism rate in Slovenia be-
tween 2014 and 2022 [8]. We can observe a steady increase
throughout the years.

and augmenting the company’s employee data by incorporating

domain knowledge, and evaluating various machine learning

models. The findings highlight key attributes influencing ab-

senteeism and offer recommendations for future research and

interventions.

The significance of our work extends beyond Company X,

offering a blueprint for organizations tackling absenteeism. By

showcasingmachine learning’s efficacy in predicting absenteeism

and revealing its drivers, we contribute to the broader field and

pave the way for data-driven interventions promoting a healthier,

more productive workforce. This aligns with the growing trend

of using AI and ML to address complex organizational challenges.

Insights from such analyses can aid in strategic workforce plan-

ning, optimize resource allocation, and ultimately contribute to

a more sustainable and resilient organization.

In section 2 we detail the data and preprocessing, section 3

outlines the methodology, section 4 presents the results, and

section 5 discusses the findings and concludes the study.

2 Materials
The data used in our work spanned six years, from 2017 to 2022,

and initially comprised 13,798 instances (aggregated employee

records) with up to 49 attributes each. They include demographic

details, work-related factors, performance evaluations and the

current year’s absenteeism rate for each employee, but no partic-

ulars about sick leave and other personal data.

The initial dataset required substantial preprocessing to pre-

pare it for analysis and machine learning [6]. The data cleaning

process involved addressing inconsistencies in attribute values,

such as removing extraneous spaces and converting text to low-

ercase for uniformity. A significant challenge in the dataset was

the presence of missing values, denoted by ’/’. Their meaning and

handling were discussed with a company representative to de-

termine their origins and ensure appropriate treatment. In some
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cases, missing values were imputed based on the average values

of similar instances. For example, missing values in ’Kilometers

to work’ were attributed to errors in data entry and were imputed

using the average value for employees living in the same location

and working at the same place. On the other hand, missing values

in performance evaluations were due to employee’s absence on

evaluation days.

The target variable — health-related absenteeism rate in the

following year — is a continuous variable ranging from 0 to 1. It

signifies the proportion of workdays an employee is absent due

to health reasons compared to the total number of workdays. The

distribution of this target variable is heavily skewed to the right,

with most values clustered near zero, indicating that the majority

of employees have low absenteeism rates. However, there exist

some outliers with extremely high absenteeism rates (Figure 2).
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Figure 2: Log-distribution of the target variable. Most work-
ers have very little absence, causing a right-tailed distribu-
tion with an “outlier” spike on the right.

The skewed distribution of the target variable has implica-

tions for the statistical analysis and machine learning modeling.

Therefore, non-parametric statistical tests, such as the Spear-

man’s rank correlation and Kruskal-Wallis test, were employed

in EDA and data preprocessing. Additionally, the presence of

outliers necessitates careful consideration during model building

and evaluation.

The final dataset, comprising 10,347 instances and 42 attributes,

serves as the foundation for the subsequent machine learning,

where various models are trained to predict absenteeism rates.

3 Methods
The researchmethodology encompassed amulti-faceted approach,

integrating exploratory data analysis, feature engineering, and

the application of diverse machine learning models. The ultimate

goal was to establish a robust predictive framework for health-

related absenteeism, while also ensuring model interpretability

to observe actionable insights.

3.1 Exploratory Data Analysis (EDA)
The initial phase involved a thorough EDA to understand the

underlying data distribution, identify potential outliers, and un-

cover preliminary relationships between attributes and the target

variable (absenteeism in the following year). Given the skewed

nature of the target variable, visualizations like histograms and

box plots were complemented by non-parametric statistical tests.

The Spearman’s rank correlation coefficient was employed to as-

sess monotonic relationships between continuous attributes and

the target variable, while the Kruskal-Wallis test was utilized to

discern statistically significant differences across groups defined

by categorical attributes.

3.2 Data augmentation/Feature Engineering
The original dataset underwent a series of transformations to

enhance its suitability for machine learning. This included data

cleaning, handling missing values, and the creation of new at-

tributes based on domain knowledge and insights from the EDA.

New attributes were engineered based on domain knowledge

and statistical analysis. These included indicators for elevated

absenteeism, receipt of bonuses or awards, high and low perfor-

mance evaluations, and absenteeism rates within the employee’s

team and job type. External factors, such as average absenteeism

rates in the employee’s residential and work locations, were also

incorporated. The feature engineering process was iterative, in-

volving close collaboration with domain experts to ensure the

derived attributes were meaningful and captured relevant aspects

of employee behavior and organizational dynamics.

3.3 Machine Learning Models
Several well-known machine learning models were employed

for absenteeism prediction, including Decision Trees, Linear Re-

gression with L1 regularization, K-Nearest Neighbors (KNN),

Support Vector Regression (SVR), Gradient Boosted Regression

Trees (GBRT), and Random Forest. Hyperparameter optimization

was conducted by using Optuna toolkit [1] to optimize model

performance.

3.4 Model Evaluation and Selection
Model evaluation was performed using Mean Absolute Error

(MAE), Root Mean Squared Error (RMSE), and coefficient of de-

termination (R
2
). The models were trained on past years’ data

and tested on the subsequent year, with the training set size in-

creasing each year. The MAE provided an intuitive measure of

the average prediction error, while the RMSE penalized larger er-

rors more severely. The R2 quantified the proportion of variance

in the target variable explained by the model. The models were

also compared against a baseline model that simply predicted

the previous year’s absenteeism, to gauge the added value of

the machine learning approach. A baseline model predicting the

previous year’s absenteeism rate was used for comparison.

3.5 Model Interpretation
SHAP (SHapley Additive exPlanations) values [4, 7] were cal-

culated to interpret model predictions and assess attribute im-

portance. SHAP values provide insights into the contribution of

each attribute to the model’s output, aiding in understanding

the factors driving absenteeism. SHAP values provide a unified

framework for interpreting any machine learning model, quanti-

fying the contribution of each feature to the model’s prediction

for a given instance. By analyzing the SHAP values, it was possi-

ble to identify the most influential attributes and their directional

impact on absenteeism.

3.6 Data Splitting
To ensure robust model evaluation and mitigate the risk of over-

fitting, the dataset was split into training and testing sets in a

prequential manner (year after year). The models were trained

on the training set and their performance was assessed on the

unseen testing set for the subsequent year. This comprehensive

methodological framework enabled a systematic exploration of
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the factors influencing health-related absenteeism and the devel-

opment of a predictive model to proactively manage this critical

issue.

4 Results
The primary objective of our work was to develop machine learn-

ing models capable of predicting health-related absenteeism in

the subsequent year. The models were evaluated using three key

metrics: Mean Absolute Error (MAE), Root Mean Squared Error

(RMSE), and the coefficient of determination (R
2
). The baseline

model, which simply predicted the previous year’s absenteeism,

served as a benchmark for comparison (Table 1).

Table 1: Model performance averaged year-over-year.

Model RMSE MAE R2

Random Forest 0.107 0.052 0.344

GBRT 0.108 0.051 0.333

Linear Regression 0.108 0.051 0.331

Regression Decision Tree 0.112 0.051 0.281

KNN 0.121 0.057 0.173

SVR 0.117 0.075 0.215

Baseline Model 0.121 0.051 0.156

As we can see, all machine learning models outperform the

baseline model in terms of RMSE and R
2
. This indicates their

superior ability to explain the variance in the target variable

(absenteeism in the following year). While the MAE remains rel-

atively consistent across models, the improvement in RMSE and

R
2
suggests that the models are particularly effective in handling

larger deviations in absenteeism predictions.

To establish the statistical significance of the model improve-

ments, we conducted a paired T-test comparing the predictions

of each model against the baseline model. All the selected models

demonstrated statistically significant improvements (p < 0.05)

in RMSE and R
2
; this ensures that their superior performance is

statistically substantiated and not due to chance.

4.1 Performance Trends and Impact of
Additional Data per Employee

To gain deeper insights into model behavior, we examined their

performance trends over the years. Figure 3 illustrates the evolu-

tion of MAE for each model.
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Figure 3: MAE trend over time with additional training
data from past years.

Among the evaluated models, GBRT exhibited the best perfor-

mance, achieving anMAE of 0.045, RMSE of 0.10, and R
2
of 0.40 on

the latest year’s data. These results were statistically significantly

better than the baseline model, demonstrating the effectiveness of

GBRT in capturing the complex patterns underlying absenteeism.

Figure 4 reveals a general trend of MAE improvement for

most models in later years, surpassing the baseline model in

the final year. This suggests that the models benefit from the

increasing amount of training data available in later years. RMSE

and R
2
charts (not shown) exhibit almost identical properties.

It is clear that ML models profit tremendously from increasing

amounts of data, as can be expected.

Given the observed performance gains in later years with

larger training sets, we explored the impact of incorporating data

from previous years. Figure 4 showcases the change in MAE for

the final year when models were trained on data from the past

year and the past three years, respectively.
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Figure 4: Impact of additional attributes from past years
on MAE.

The GBRT model exhibited notable improvement with the

inclusion of additional data, achieving an MAE of 0.044, RMSE

of 0.093, and R2 of 0.36. This underscores the value of historical

data in enhancing the predictive capabilities of machine learning

models for absenteeism and suggests that including even more

historical data per employee would be beneficial.

4.2 Interpretability and Additional Insights
Analysis of SHAP values yielded the following key attributes

influencing absenteeism:

• Current absenteeism rate

• Performance evaluations

• With respect to the employee’s job type and location:

– Absenteeism rate

– Proportion of employees with elevated absenteeism

– Proportion of employees without bonuses

Our findings suggest that absenteeism is influenced by a combina-

tion of individual factors (current absenteeism, performance eval-

uations) and organizational factors (job type, location, bonuses).

Additionally, a rather simple EDA visualisation of functional

grouping of employees was quite surprising (Figure 5). Its inter-

pretation can be quite speculative, possibly related to increased

job satisfaction or engagement in certain groups. Another, some-

what surprising finding fromEDA is that the COVID-19 pandemic

did not significantly influence absenteeism rates in 2020, but it

may have in 2021 (Figure 6).

Finally, t-SNE visualization of the full dataset shows that em-

ployees cannot easily be separated in clusters with similar ab-

senteeism (Figure 7). We can identify some distinct subgroups
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Figure 5: Target variable according to functional partition-
ing within the company.
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Figure 6: Target variable by year. Note the sharp increase
in 2021, possibly attributable to the COVID-19 pandemic.

(like the cluster of red dots on the left), however most data points

are quite intermingled. This suggests that with our current set of

attributes, we shouldn’t anticipate a significant improvement in

predictive performance.
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Figure 7: Data visualized in 2D space with t-SNE projection.
Red dots represent examples with absenteeism in the next
year above 0.25. Blue shades depict examples with absen-
teeism between 0 (light blue) and 0.25 (dark blue).

5 Discussion and Conclusion
Our work successfully demonstrates the application of machine

learning to predict health-related absenteeism. TheGBRTmodel’s

superior performance highlights its ability to capture complex

data relationships, outperforming simpler models and the base-

line. Also, identifying key attributes influencing absenteeism,

such as current absenteeism, denied bonuses, work type and lo-

cation, and performance evaluations, provides valuable insights.

The findings align with existing literature highlighting the

multifactorial nature of absenteeism. The strong influence of

current absenteeism on future absenteeism emphasizes its pre-

dictive power, suggesting that past behavior can be a significant

indicator of future trends. The negative correlation between per-

formance evaluations and absenteeism suggests that employees

with higher evaluations tend to be less absent, potentially due to

increased job satisfaction or engagement. The impact of denied

bonuses on absenteeism points to the potential role of financial

incentives and recognition in influencing employee attendance.

The limitations of our work include the relatively short time

span and the potential influence of unmeasured external factors.

Future research could address these limitations by: modeling

absenteeism as a time series to capture its dynamic nature, incor-

porating additional data sources such as employee surveys, par-

ticipation in wellness programs, and (within legal limits) health

and personal circumstances data analyzing absenteeism at a finer

granularity (e.g., monthly or daily), exploring the inclusion of

employee health records and workplace environmental factors in

predictive models, and conducting longitudinal studies to track

absenteeism patterns over extended periods.

While quantitative improvements of ML model predictions

are not overwhelming, the gained insights can enable targeted

interventions to reduce absenteeism and promote a healthier

workforce. By leveraging ML and data-driven insights, organi-

zations can proactively manage absenteeism, thus improving

productivity, financial stability, and employee well-being.
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Abstract
Ultimate Tic-Tac-Toe is an interesting and popular variant of

Tic-Tac-Toe that lacks available resources for improving game-

play skills. In this paper, we present a semi-automatic system for

generating puzzles as a part of a larger tutorial application aimed

at teaching Ultimate Tic-Tac-Toe. The puzzles are designed to en-

hance players’ tactical and strategic understanding by presenting

game scenarios where they must identify correct continuations.

To ensure the quality of generated puzzles we tested the appli-

cation with a group of volunteers. The results have shown that

the number of solved puzzles positively impacted users’ ability

to reach higher strength levels but had less of an effect on lower

levels.

Keywords
Ultimate Tic-Tac-Toe, puzzle generation, minimax algorithm, tu-

tor application

1 Introduction
For centuries, people have enjoyed playing board games like

chess and Go. Over time, these games have led to the develop-

ment of extensive theory and the accumulation of knowledge,

helping players navigate their complexity. Today, advanced arti-

ficial intelligence (AI) programs such as AlphaZero [14] surpass

even the strongest human players, offering new insights into

strategies. However, many lesser-known games have yet to be

thoroughly explored, despite their popularity. One such game is

Ultimate Tic-Tac-Toe, an advanced version of the classic Tic-Tac-

Toe. This game is played on a 3x3 grid of local Tic-Tac-Toe boards,

creating a global board (Figure 1a). The goal is to win three local

boards in a row, while players must make their moves within

specific local boards determined by their opponent’s previous

move. For example, if a player moves in the top-left corner of a

local board, the next player must play on the top-left local board.

If the designated board is full or decided, the player can choose

any other available board. Despite its apparent simplicity, the

game has enough spatial complexity that it cannot currently be

solved using brute-force methods.

While there are several online implementations of the game,

most focus on building strong AI agents; however, There is a

noticeable lack of resources aimed at teaching and helping players

understand the deeper strategies of the game, which could make

the learning curve more manageable for new and aspiring players.

Thus, we have created an application that addresses the lack of

learning tools available for Ultimate Tic-Tac-Toe. This article

places particular emphasis on the puzzle generation aspect of
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our application, which is designed to enhance players’ tactical

and strategic thinking.

In Section 2 we present the related work, and in Section 3 we

detail the technical aspects of the developed application. In Sec-

tion 4 we present the implemented agents and their approximate

strength. In Section 5 we provide a description of different types

of puzzles and the methodology for their construction. In Section

6 we present the evaluation and discuss the results in Section 7.

Finally, in Section 8 we present the conclusions and give possible

extensions and enhancements for future work.

2 Related Work
There are many implementations of the Ultimate Tic-Tac-Toe

available online, mostly appearing as mobile games aimed pri-

marily at entertainment and lacking advanced playing agents

[12] [9] [10], as well as web and desktop applications developed

to create the strongest possible programs [15] [7] [13]. An exam-

ple of the latter is an agent based on the ideas of the AlphaZero

program [14], currently considered one of the strongest players of

this game [13]. During the development of this agent, significant

strategies were discovered, which were also useful in developing

our application. Some researchers have attempted to solve the

game theoretically, but the spatial complexity proved too great

to allow for a complete solution [5].

It is important to differentiate between the various versions of

Ultimate Tic-Tac-Toe. One variant allows the game to continue

playing on already-won local boards, which drastically changes

the game’s dynamics. In this variant, researchers have demon-

strated an optimal strategy for the starting player, who can win

in 43 moves [1]. Further research has focused on enabling a more

balanced game by introducing random opening moves, which

reduces the predictability of forced wins [4]. Despite these inter-

esting findings, research on these variants is not so relevant for

us, as it does not contribute to the understanding of the main

game.

While there is a lack of educational material specific to our

game, much can be learned from related fields, such as chess,

which has been extensively researched. The paper by Gobet and

Jansen [8] describes a scientific approach to learning chess, which

includes methods to improve memory, perception, and problem-

solving skills in players. In this context, it focuses on the acquisi-

tion and organization of knowledge, including both explicit and

implicit learning of tactics and strategies. This approach facil-

itates a deep understanding of games and the development of

more effective learning methods.

Chess also offers highly sophisticated practical solutions from

which we can learn a great deal. Platforms such as chess.com [2]
and lichess.org [11] offer extensive resources and tools for

learning chess, especially in the areas of tactics and openings.

These platforms allow players to learn through interactive lessons,

solving puzzles, and studying various openings, which contribute

to a deeper understanding of the game and improve playing skills.
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This approach has proven extremely effective in helping players

master complex strategic and tactical concepts in chess.

On the mentioned platforms, the methods for learning tac-

tics are designed to allow players to solve problems based on

concrete game situations, which improves pattern recognition

and decision-making abilities in real games. Similarly, learning

openings involves demonstrating optimal opening moves and

their continuations, helping players develop effective strategies

at the beginning of the game.

We have applied similar methods in our Ultimate Tic-TacToe

application. For example, adapting approaches for learning tactics

can help users improve their recognition and solving of complex

situations in the game while learning openings helps to under-

stand key opening moves and their impact on the further course

of the game. By incorporating these methods into our application,

we ensured more effective learning processes and improved the

overall gaming experience.

3 Application Details
In addition to puzzle-solving, the app offers a comprehensive

learning experience through various other features. It includes

AI opponents of different difficulty levels, game analysis, and

exploration of effective opening strategies, allowing players to

refine their understanding in all phases of the game. The user in-

terface ensures smooth navigation between these modes, making

the app a versatile tool for both playing and learning Ultimate

Tic-Tac-Toe. By integrating these elements, the app serves as a

resource for players at all levels, helping them to deepen their

understanding and improve their skills.

To reach a broader audience, the application was developed

for both Android and Windows, the dominant operating systems

in the market [15]. It uses Flutter components to deliver a respon-

sive and user-friendly interface. Local data storage is utilized

for user settings, progress, and puzzle data, ensuring efficient

performance and data management.

We employed modern technologies and mobile development

practices, including state management patterns, to create an eas-

ily expandable app for future updates and enhancements. The

entire project is hosted on GitHub, though it is not open-source.

Test versions of the app for Android and Windows are avail-

able on Google Drive: https://drive.google.com/drive/folders/1Sn

O_mN_ZVa2wXd0OGI07kLiYKQTDHuEe?usp=drive_link, while

theAndroid production version is accessible onGoogle Play Store:

https://play.google.com/store/apps/details?id=com.uttt_tutor.

4 AI Agents and Rating System
Playing against intelligent agents allows users to refine their

skills by competing against various virtual opponents. The appli-

cation includes nine different agents, each varying in difficulty

and gameplay strategies. These agents are designed using Mini-

max and Monte Carlo Tree Search [3] algorithms, which provide

different levels of complexity and depth in move analysis. The

agents and their approximate strengths are shown in Table 1.

To better understand the quality of the agents and evaluate

user progress, we need to establish a system for measuring their

strength. Since Ultimate Tic-Tac-Toe is not widely popular, there

is no established system for rating player abilities. Therefore, we

decided to use the chess rating system as an approximation for

our agents.

The chess rating system is used tomeasure the playing strength

of chess players. The most commonly used system is the Elo rat-

ing [6], which predicts the likelihood of one player winning

against another based on their ratings:

𝐸𝐴 =
1

1 + 10

𝑅𝐵−𝑅𝐴
400

,

where 𝐸𝐴 represents the expected score for player A, 𝑅𝐴 is the

rating of player A, and 𝑅𝐵 is the rating of player B.

Table 1: Table of approximate agent strengths. Each agent
played 100 games (50 as X and 50 as O) against the agent
one level lower. The results column shows the number
of points each agent earned with each symbol, as well
as the total score. A win awarded 1 point, while a draw
awarded 0.5 points. The last line shows the results of the
strongest freely available agent against level 9. It had the
same amount of time to think, and they played 30 games.

Agent Result Estimated Rating
X O Combined

Confused Chimp - 1 - - - 1

Goofy Goblin - 2 49 49 98 620

Casual Carl - 3 41.5 35.5 77 835

Average Joe - 4 37 25 62 926

Hustling Hugo - 5 39.5 34.5 74 1114

Witty Walter - 6 43 30 73 1293

Thinking Tiffany - 7 35 24 59 1361

Brainy Bob - 8 42,.5 26.5 69 1506

Bossman - 9 36.5 22.5 59 1574

UTTT AI 14.5 12.5 27 1948

5 Puzzle Description and Methodology
In this section, we describe different types of puzzles and the

methodology employed to generate them for our game.

5.1 Puzzles
The puzzles in the application are divided into tactical and strate-

gic, with each type of puzzle covering different aspects of the

game and helping players improve specific skills.

Tactical puzzles are useful for understanding tactical ideas

and are particularly applicable in the endgame and middlegame

phases. They focus on specific situations that require precise

and thoughtful moves, helping players develop the ability to

think quickly and effectively. In total, we generated 1,263 tactical

puzzles, distributed across five levels. The number of puzzles for

each level is shown in Table 2.

Unlike tactical puzzles, strategic puzzles aim to understand

the position and long-term plans. They are instrumental in the

opening andmiddlegame, where it is crucial to recognize strategic

ideas and develop plans that provide an advantage as the game

continues. There are 50 strategic puzzles available, currently

arranged in one level, with the possibility of expansion in the

future.

5.2 Tactical Puzzle Generation
To generate tactical puzzles, we developed a specialized minimax

agent that builds a tree of all possible moves leading to victory

from the solver’s perspective. A key step in this process is the
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Table 2: Number of tactical puzzles on each level.

Level Puzzle Depth Quantity

1 1 273

2 3 493

3 5 231

4 7 176

5 9 90

selection of tree branches to retain only relevant and correct so-

lutions. It is essential to preserve all of the winner’s possibilities

while limiting the loser’s responses to those that make finding a

solution as difficult as possible. Therefore, we select the continu-

ation that allows the longest possible game for the loser while

leading to the fewest continuations for the winner.

From the tree, we extract all the correct solutions for the given

position. For a high-quality puzzle, it must not have too many

solutions. The criterion we set is that the number of solutions

must be less than the depth of the puzzle. We also decided to

discard all puzzles that have multiple correct continuations for

the first move. This way, we avoid trivial puzzles that would

be too simple. An example of a level 3 tactical puzzle with its

generated solution tree is shown in Figure 1.

(a) Level 3 tactical puzzle. (b) Solution tree.

Figure 1: An example of tactical puzzle and its generated
solution tree.

The generation of tactical puzzles for different difficulty levels

was automated by conducting matches between agents of equal

strength, with the search depth of both agents corresponding

to the depth of the puzzle we wanted to find. We chose this

approach to ensure that the resulting positions were interesting

and balanced, as otherwise, the stronger side would usually have

an overly obvious advantage at the start of the puzzle which

would make it boring to solve.

5.3 Strategic Puzzle Generation
Automating the creation of strategic puzzles is impossiblewithout

a program that could interpret the given position and simultane-

ously provide a human-understandable explanation. Additionally,

generating strategic puzzles requires an agent with an advanced

strategic understanding of the position, which our agents, using

relatively simple heuristics, are incapable of. Therefore, we re-

sorted to the most powerful freely available agent [13], which is

based on the ideas of the AlphaZero program.

Thus, we generated the strategic puzzlesmanually.We searched

for interesting and instructive positions that arose in games be-

tween the aforementioned agent and our stronger programs. We

focused on moments when there was a significant deviation in

the position evaluation between the two agents. When the agent

with better strategic understanding detected an important change,

we saved the given position, studied it more closely, and based

on our understanding of the game, formulated a solution. The

most common examples of such situations involved sacrificing

the edge board to gain control over the central board. A basic

example of this can be seen in Figure 2.

(a) User interface of the most powerful freely available agent. For
the given position, it ran 1000 simulations and assessed the move
F2 as the best with an 82% probability. It evaluates the position
with a value of +16.85, whichmeans it assigns approximately 58.4%
win probability to player X (a value of 0 means a draw, 100 a win,
and -100 a loss).

(b) Minimax agent with a search depth of 12. It marks the move
F2 as the worst, as it does not recognize the long-term advantage.

Figure 2: Different interpretations of the same position,
based on which we built the strategic puzzle.

6 Evaluation and Results
We conducted a quality analysis of the application with 14 vol-

unteers. Their task was to use the app for an extended period

to improve their knowledge of the game. We were interested

in determining whether using the app had a positive impact on

the development of their Ultimate Tic-Tac-Toe playing skills and
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whether progress was dependent on motivation or the time spent

learning.

To assess individual progress, participants played against the

agent at the start of testing to determine their initial skill level.

The application then tracked the highest level each user defeated,

providing an estimate of their improvement over time. This

progress, in relation to the number of puzzles solved, is illus-

trated in Figure 3. For a more concrete interpretation of obtained

level strengths, refer to Section 4.
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Figure 3: Progress in relation to the number of solved puz-
zles. Each arrow represents a human tester and indicates
the change in the achieved level from the beginning to the
end of the application’s use.

7 Discussion
The results in Figure 3 indicate that solving more puzzles im-

pacted users’ ability to reach higher levels, but had less of an

effect on lower levels. This is likely due to the fact that begin-

ners can improve relatively quickly by simply playing the game,

whereas advanced players require more effort to progress (eg. it

is a lot easier to gain 100 rating points when you are rated 500 as

compared to when you are rated 1500).

The reason for this is that at lower ratings, there is generally

more room for rapid improvement because the skill gap between

players tends to be more pronounced, and beginners can quickly

benefit from fundamental knowledge and tactical awareness. As

a result, achieving a higher rating initially is easier as players

can fix obvious mistakes and exploit weaker opponents’ errors.

However, as players reach higher levels, the competition be-

comes tougher, and the differences in skill become more nu-

anced. Players at this level are more consistent and less likely

to make blunders, so improving further requires mastering ad-

vanced strategies, pattern recognition, and deeper positional

understanding, making progress slower and more challenging.

This reflects the diminishing returns on improvement as you

climb the rating ladder.

It must also be mentioned that users were free to use any

tools within the app during testing and solving more puzzles did

not correlate with longer app usage. For a clearer assessment of

puzzle significance, a controlled test focusing solely on puzzle-

solving would be more appropriate.

8 Conclusion
In this work, we presented methods for generating puzzles for

the game of Ultimate Tic-Tac-Toe. To evaluate the quality of

these puzzles, we tracked how the number of solved puzzles im-

pacted individual user progress. Our results indicate a correlation

between the number of puzzles solved and the ability to reach

stronger AI levels.

However, the evaluation could be refined by focusing exclu-

sively on the puzzle-solving component, isolating it from other

functionalities of the application. Additionally, the automation

of tactical puzzle generation could be expanded to cover the mid-

dlegame phase, rather than being limited to endgame scenarios.

Another area of improvement is providing clearer assessments of

puzzle difficulty. This could be achieved by implementing a rating

system that ranks puzzles based on completion rates, offering a

more accurate measure of challenge for each puzzle.
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Abstract 1 
This article explores the transformative potential 
of artificial intelligence (AI) in the field of mental 
health, with a particular focus on ethical 
considerations and social challenges. As AI 
tools become increasingly sophisticated, their 
ability to support mental health interventions 
presents both opportunities and challenges. We 
discuss the importance of a human-centered 
approach to AI development and the need for 
comprehensive ethical guidelines to ensure 
patient safety and well-being. In addition, this 
paper explores key social trends such as the 
evolving dynamics of modern families, aging 
population, migration and considers how AI can 
be integrated into these contexts to improve 
mental health care. 
 
Keywords: 
Artificial Intelligence, Mental Health, Human-
Centered Approach, Ethics, Modern Family 
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1 Introduction 
1.1 Artificial intelligence in mental 
health services 
Research on the application of AI in mental 
health care has shown some positive effects on 
the treatment of mental health problems [1], 
including early detection [2,3], providing 
feedback and personalized treatment plans [4], 
and developing of novel diagnose tools [2].  
AI in mental health services is implemented 
through models like chatbots, digital platforms, 
and avatar therapy, enhancing accessibility and 

1 This Publication is a Part of the Research Program The Intersection 
of Virtue, Experience, and Digital Culture: Ethical and Theological 
Insights, financed by the University of Ljubljana. 

 

treatment options. Chatbots provide therapy via 
natural language processing [5], while digital 
platforms support online mostly cognitive 
behavioral therapeutic interventions [6]. Avatar 
therapy uses AI to help patients manage 
conditions like dementia, autism spectrum 
disorder, and schizophrenia [7].  
 
1.2 The Prospect of artificial 
intelligence in mental health services 
The future orientation underlines the importance 
of digital health in overcoming challenges such 
as limited access to services, especially in 
underserved regions, and outlines measures to 
ensure equitable access to digital health 
solutions across the European region [8]. The 
use of AI in mental health services raises 
questions about the role of non-human 
interventions, transparency in the use of 
algorithms and the long-term impact on the 
understanding of illness and the human 
condition [9]. There are also concerns about 
potential bias, gaps in ethical and legal 
frameworks, and the possibility of misuse 
[10,11]. 
However, there are at least two potentially 
positive effects of the use of AI in healthcare: 
Accessibility and personalization of services.  
AI offers new mechanisms to reach those who 
might not otherwise be served. AI-supported 
tools can improve the early detection and 
diagnosis of mental disorders [12].  AI chatbots 
have shown promise in increasing referrals to 
mental health services, especially for minority 
groups who are blocked from accessing 
traditional care [13].  These technologies can 
provide initial assessments, psychoeducation 
and even treatment, expanding access to mental 
health support [12]. AI-driven virtual assistants 
and wearable devices enable continuous 
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monitoring and personalized care, which could 
improve patient outcomes [11,14]. 
The integration of artificial intelligence into 
mental health services represents a promising 
avenue for the development of personalized 
treatment plans through the sophisticated 
analysis of large datasets, enabling the 
identification of optimal therapeutic strategies 
tailored to specific client profiles [15,16]. This 
data-driven methodology enables the dynamic 
adaptation of therapy to the evolving needs of 
the client.  
 
2 Overcoming Sociological 
Challenges through the Integration of 
Artificial Intelligence in Mental Health 
Services 
 
2.1 Modern Family Dynamics 
Modern family trends show that family 
structures and attitudes have changed 
significantly in recent decades [17]. There is a 
growing acceptance of different family forms, 
including unmarried cohabitation, same-sex 
relationships and joint custody arrangements 
[18]. These changes reflect an expansion of 
developmental idealism and increasing support 
for individual freedom in family choice [17]. 
On the other hand, there is a growing need for 
mental health services for families [19]. As the 
most vulnerable members of the family - the 
children - are usually also at risk, quick and 
effective action in family mental health is of 
great importance. Many families are struggling 
with various psychological problems. Together 
with the changing family structure, this means a 
great burden for every family member. In 
addition, access to psychologists, psychiatrics 
and therapists is limited, leading to an acute 
shortage of mental health professionals 
worldwide.  
The accessibility of services is probably the 
strongest argument for the integration of AI in 
healthcare [12].  AI-powered conversational 
agents can improve the accessibility of mental 
health services by being available online at all 
times and in underserved areas, being scalable, 
reliable, fatigue-free, and providing consistent 
support, being culturally sensitive to adapt, and 
helping with education and symptom 
management. 
 

2.2 Aging Populations 
AI offers promising solutions for supporting an 
aging population, particularly in addressing 
cognitive decline and mental health challenges. 
AI applications can monitor vital signs, health 
indicators, and cognition, as well as provide 
support for daily activities [20]. With an 
increasing number of elderly individuals, AI can 
support mental health care by providing 
companionship through intelligent animal-like 
robots (e.g., Paro, Harp seal) and assisting in 
monitoring and managing conditions like 
dementia [21,22]. AI can also help in tracking 
cognitive health and providing timely 
interventions to maintain mental well-being in 
older adults. These technologies have the 
potential to enhance independent living and 
quality of life for older adults and their families.  
 
2.3 Migration 
Migrants often face mental health challenges 
due to displacement, cultural adjustment and 
language barriers. AI can help migrants access 
mental health services by providing culturally 
and linguistically relevant resources and 
support. Chatbots and AI-driven platforms can 
bridge gaps in care by providing immediate help 
and continuity of care across different regions 
[23].  
Recent research highlights the increasing role of 
digitalization and artificial intelligence (AI) in 
migration and mobility systems, especially in the 
context of the COVID-19 pandemic [24]. While 
these technologies offer opportunities for 
improving human rights and supporting 
international development, they also bring 
challenges that require careful consideration of 
design, development and implementation 
aspects. The integration of AI into migration 
processes requires a focus on human rights at 
all stages that goes beyond technical feasibility 
and companies' claims of inclusivity [24]. 
 
3 Ethical Consideration in the 
Integration of Artificial Intelligence in 
Mental Health Services 
One of the main caveats to the use of AI in 
mental health is the introduction of new ethical 
standards to ensure user safety. The approach to 
integrating AI into services should therefore be 
human-centered [25]. Any innovation should 
therefore focus on people in their most 

48



vulnerable position. It is important to assess all 
risks with sufficient accuracy and avoid misuse 
of AI as much as possible. The most important 
areas for ethical consideration when integrating 
AI into mental health services should be privacy, 
bias, transparency, security. 
Data privacy and security are critical in digital 
healthcare and require robust measures to 
protect sensitive information and prevent 
unauthorized access. Protecting privacy rights 
and ensuring informed consent are critical to 
maintaining trust and ethical standards in the 
use of personal health data [11]. Combining 
multiple data streams increases the risk of 
unauthorized use, which exacerbates privacy 
issues. Ensuring informed consent and 
maintaining transparency, especially in 
emergency operations, are critical to addressing 
these ethical concerns and protecting the rights 
of participants [26]. 
The use of AI in mental health treatment raises 
ethical concerns about bias, particularly among 
marginalized populations who are already 
discriminated against and lack access to mental 
health care. It is uncertain whether AI-assisted 
psychotherapy can effectively address cultural 
differences and close treatment gaps in diverse 
populations [27]. In addition, populations that 
are traditionally marginalized in fields such as 
psychology and psychiatry are most vulnerable 
to algorithmic biases in AI and machine learning 
[27,28]. These biases limit the ability of AI to 
provide culturally and linguistically appropriate 
mental health resources, exacerbating existing 
inequalities. The persistence of such biases in AI 
systems not only risks increasing health 
inequalities, but also exacerbates existing social 
inequalities and raises critical ethical 
considerations [9]. 
The future of artificial intelligence in clinical 
settings is affected by a significant ethical 
dilemma concerning the trade-off between the 
performance and interpretability of machine 
learning models [29].  The lack of transparency 
in AI models makes it difficult to detect and 
correct biases. This underscores the need for 
greater transparency to ensure ethical and fair 
clinical decision-making.  
In summary, the integration of AI into mental 
health services requires the establishment of 
strict ethical standards to protect the safety and 
privacy of users. A human-centered approach is 
essential, with a focus on dealing with potential 

bias, especially among marginalized groups, the 
risks associated with data privacy and security, 
and the challenges posed by the lack of 
transparency of AI models. 
 
4 Conclusion 
We propose to define AI as a new ethical entity 
in the field of mental health [30]. AI represents a 
novel artifact that changes interactions, 
concepts, epistemic fields and normative 
requirements. This change requires a 
redefinition of the role of AI, which lies on a 
spectrum between a tool and an agent. This shift 
underscores the need for new ethical standards 
and guidelines that recognize the unique status 
of AI as a distinct and influential actor in the field 
of mental health. 
The integration of AI into services can, on the 
one hand, provide more efficient and faster 
solutions to some of the sociological challenges 
of today's society, but on the other hand, 
requires a precise and correct definition of the 
limits within which these models can be used. 
These efforts aim to bridge the gap between 
technology and human-centered care and 
ensure that AI complements, rather than 
replaces, the therapeutic benefits of human 
interaction. 
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Abstract
This paper presents the Optimization Problem Inspector (OPI)

tool for assisting researchers and practitioners in analyzing indus-

trial optimization problems and their solutions. OPI is a highly

interactive web application requiring no programming knowl-

edge to be used. It helps the users to better understand their

problem by: 1) comparing the landscape features of the analyzed

problem with those of some well-understood reference problems,

and 2) visualizing the values of solution variables, objectives, con-

straints and any other user-specified solution parameters. The

features of OPI are presented using a bi-objective pressure vessel

design problem as an example.

Keywords
optimization, black-box problems, sampling, problem characteri-

zation, visualization

1 Introduction
Industrial optimization problems often require simulations to

evaluate solutions. For example, in electrical motor design [18,

19], assessing the efficiency and electromagnetic performance of a

proposed design is done by running a simulator that analyzes the

motor magnetic field and flux distribution. Such evaluations are

black boxes to the user and the optimization algorithm alike, i.e.,

the underlying functions cannot be explicitly expressed, which

makes the problem hard to understand and solve.

The established way to gain a better understanding of indus-

trial problems is through the analysis of their solutions. Depend-

ing on the problem at hand, this can be a challenging task, as

industrial problems often have a large number of variables, mul-

tiple objectives and constraints [20].

The Optimization Problem Inspector (OPI) presented in this

paper is a tool conceived to ease this task for both problem experts

and optimization algorithm developers. OPI provides two ways

to further the understanding of an optimization problem:

(1) It computes a set of landscape features of the analyzed

problem and compares them to those of well-understood

reference problems.

(2) It provides visualizations of solutions through the values

of their variables, objectives, constraints and any other

user-specified solution parameters.
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OPI is a web application, implemented by a Python library called

optimization-problem-inspector included in the PyPi Python
package index

1
. It is highly interactive and requires no program-

ming knowledge to be used.

Freely available contemporary software tools formultiobjective

optimization, such as DESDEO [12], jMetal [7] (and jMetalPy [2]),

the MOEA Framework [8], ParadisEO-MOEO [10], platEMO [17],

pygmo [3], pymoo [4], and Scilab [15], provide the implementa-

tion of various optimization algorithms and test problems. While

the majority of them include some visualization of solutions,

the plots are mostly focused on showing algorithm results for

the purpose of comparing algorithm performance and not to

increase problem understanding. In addition, none of these tools

compute additional problem features as OPI does. Therefore, OPI

brings a unique perspective to optimization problem analysis and

understanding.

Next, Section 2 presents the real-world problem that will be

used to showcase the features of OPI in Section 3. The paper

concludes with some remarks in Section 4.

2 Real-World Use Case
Our chosen real-world problem is a version of the well-known

pressure vessel design problem, first proposed more than 30

years ago [16]. In this work, we adapt the formulation from [5]

to handle the pressure vessel volume as a constraint, as well as

an objective. We also remove one unnecessary constraint and

use the original boundary constraints for the first two variables.

A pressure vessel is a tank, designed to store compressed

gasses or liquids. It consists of a cylindrical middle part capped

at both ends by hemispherical heads. The pressure vessel has

four design variables (see Figure 1): the shell thickness, 𝑥1 = 𝑇s,

the head thickness, 𝑥2 = 𝑇
h
, the inner radius, 𝑥3 = 𝑅, and the

length of the cylindrical section of the vessel, 𝑥4 = 𝐿. The two

thickness variables are integer multiples of 0.0625 inches, which

correspond to the available thicknesses of rolled steel plates,

while the length and the radius are continuous. The problem

has three constraints, two on the search variables and one on

1
https://pypi.org/project/optimization-problem-inspector/

𝑥2 = 𝑇
h

𝑥3 = 𝑅

𝑥1 = 𝑇s
𝑥4 = 𝐿

Figure 1: Pressure vessel design variables.
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the volume. Its two objectives are to minimize the total costs,

including the costs of the material, forming and welding, and to

maximize the volume. The problem is formally defined as follows:

min 𝑓1 (x) = 0.6224𝑧1𝑥3𝑥4 + 1.7781𝑧2𝑥
2

3
+ 3.1661𝑧2

1
𝑥4

+ 19.84𝑧2
1
𝑥3

max 𝑓2 (x) = 𝜋𝑥2
3
𝑥4 +

4

3

𝜋𝑥3
3

subject to 𝑔1 (x) = 0.0193𝑥3 − 𝑧1 ≤ 0

𝑔2 (x) = 0.00954𝑥3 − 𝑧2 ≤ 0

𝑔3 (x) = 𝑓2 (x) ≥ 1 296 000

𝑥1 ∈ {18, . . . , 32}
𝑥2 ∈ {10, . . . , 32}
𝑥3, 𝑥4 ∈ [10, 200]

where 𝑧1 = 0.0625𝑥1

𝑧2 = 0.0625𝑥2

3 Optimization Problem Inspector Features
OPI is a web application, organized into five functional sections

and a help section, providing guidance to the user. OPI expects the

user to provide the problem specification and its data—evaluated

problem solutions. Then, it generates and visualizes comparisons

to artificial reference problems and visualizes the provided data.

Next, we will describe the main features of OPI through its

five content sections: problem specification, sample generation,

data, comparison to reference problems, and data visualization.

3.1 Problem Specification
In the first OPI section, the user can provide the specification

of the industrial problem to be studied. The tool needs this in-

formation to properly generate the samples, described in the

Section 3.2, and setup the visualisations.

The problem specification must be given in the yaml file for-
mat and needs to contain some basic information about problem

parameters (variables, objectives, constraints) to be included in

the analysis. OPI can handle one or more objectives and zero or

more constraints. In addition to variables, objectives and con-

straints, the user can specify any number of other parameters

that they want analyzed and visualized, for example, the name

of the algorithm that found a solution or the time required to

evaluate a solution.

For each of the parameters, the user needs to specify its name

and its grouping (whether it is a variable, objective, constraint or

something else). For variables, their type (continuous, integer or

categorical) and the upper and lower bounds (for non-categorical

types) are also required. An example yaml file, specifying a con-

strained multiobjective problem with several variables, is already

provided within the tool to guide the user.

For the pressure vessel design problem, we can input four

variables (first two are integer and last two are continuous), two

objectives and three constraints. Alternatively, we can decide to

skip the individual constraints and only use the total constraint

violation instead.

3.2 Sample Generation
In OPI, a sample is a set of x-values, corresponding to the variables

set in the problem specification section. In other words, a sample

is a set of non-evaluated solutions.

If needed, the sample can be generated by the tool itself, based

on the variable information provided in the problem specification

step. However, this is not a required step in using OPI. A user

that already has a set of (evaluated) solutions to work with can

skip it and input the data directly (see Section 3.3).

Sample generation requires one to choose the number of de-

sired samples, set to a default of 100, and the sample generation

method. Three sample generation methods are supported: ran-

dom, Sobol and Latin Hypercube, with random sampling being

the default. The user may alter the settings of these sampling

methods, such as the random generator seed. Selecting the but-

ton to generate and download the sample will download it in a

csv-formatted file.

In the pressure vessel use case, OPI warns the user that not

all sample generation methods are appropriate. In fact, the Sobol

sampler and the Latin Hypercube Sampler are not compatible

with non-continuous parameters. If used nevertheless, they may

produce unexpected results.

3.3 Data
In OPI, the data is essentially a set of evaluated solutions, where

each solution must contain a value for all objectives, constraints

and other parameters included in the problem specification. The

evaluation is conducted externally to the tool.

The data needs to be uploaded in a file in csv format. If any

parameters from the problem specification are missing from the

data, the tool will display a warning message. Any data parame-

ters that are not included in the problem specification, are ignored

without raising any warnings. When correctly input, the user

will be able to view the data they have input, inspecting it in

tabular format.

Inputting the data completes the setup stage of the process.

The user may then begin generating visualisations to assist them

in understanding their problem.

3.4 Comparison to Reference Problems
The first visualization mechanism provided by OPI visually com-

pares the problem to a set of artificial reference problems with

known properties. This is conducted by displaying the landscape

features of the user-defined problem alongside the same features

of each of the reference problems in a parallel coordinates plot.

The plot is interactive—the user can highlight some of the prob-

lems by brushing along one of the parallel axes. In addition, the

feature values can be viewed in a table and downloaded to a file

in csv format.

The reference problems can be set by the user, however, con-

fined within the collection labelled here as GBBOB, i.e., gener-

alised BBOB, where BBOB stands for the well-known suite of 24

Black-Box Optimization Benchmarking problems with diverse

properties [9]. OPI provides a generator of GBBOB problems that

match the analyzed problem in terms of the number of variables

and objectives and the presence or absence of constraints. For

objectives and (optionally) the constraint, any single-objective

BBOB problem instance can be used. The user can specify the de-

sired GBBOB problems in the yaml format. OPI already contains

five GBBOB problems to start.

A problem can be characterized by a large number of features,

most hard to interpret by a human. In OPI, we included the fol-

lowing problem landscape features that are understandable to an

expert user [1, 11, 13, 14]: CorrObj, MinCV, FR, constr_obj_corr,
H_MAX, UPO_N, PO_N and a set of neighborhood features. CorrObj
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Figure 2: The initial part of the parallel coordinate plot visualizing feature values for the analyzed problem and the chosen
set of artificial test problems.

is a feature that shows the correlation between the objectives.

MinCV represents the minimum constraint violation among all so-

lutions in the population. FR represents the proportion of feasible

solutions in the population. constr_obj_corr presents the max-

imum correlation between the constraints and all the problem

objectives. H_MAX is the maximum information content among

all objectives. UPO_N is the proportion of unconstrained non-

dominated solutions, while PO_N is the proportion of the con-

strained non-dominated solutions. The neighbourhood features

denoted by neighbourhood_feats are a collection of features

explaining the neighborhood of solutions, e.g., how many neigh-

bors of a solution dominate the solution, how many neighbors

are dominated by the solution, how many are incomparable to

the solution, how close the neighboring solutions are, etc. OPI

offers a total of 16 features, but the user can choose which to

compute and visualize.

Figure 2 shows the initial part of the parallel coordinates plot

(as the entire plot would not fit the paper) for the pressure vessel

problem. In the comparison, we use the default five GBBOB

reference problems as well as a custom created one. We notice

that the pressure vessel problem is most similar to the custom

GBBOB problemwith the first objective equal to the step ellipsoid

function 𝑓7, the second to the multimodal peaks function 𝑓22, and

the linear constraint 𝑓5. This similarity might be due to our mixed-

integer problem containing plateaus in the continuous landscape

space in which the features are computed, which is similar to the

step ellipsoid function, and having linear constraints.

3.5 Data Visualization
In the data visualization section of the web application, the sup-

plied data can be visualized using either a scatter plot matrix or

a parallel plot. In both cases, the user can choose which prob-

lem parameters to visualize among all those listed in problem

specification. Additionally, a simple data filtering that limits any

variable between the desired minimum and maximum values is

also supported and can be manipulated via the OPI interface in

yaml format. The parameter used for coloring the solutions, as

well as the color map, can also be specified by the user. Both vi-

sualizations support interaction and can be downloaded in html
or png format.

3.5.1 Scatter Plot Matrix. The scatter plot matrix consists of 𝑛2

plots for 𝑛 chosen problem parameters as it contains 2-D scatter

plots for all possible parameter pairs. In OPI, the user can apply

brushing and linking to select the desired solutions in one or

more of the scatter plots. These are then highlighted in all scatter

plots in the matrix.

Figure 3 shows such a scatter plot for our pressure vessel

problem. This visualization includes data from two sources. The

first comes from a random sampling of the search space (shown

in light blue) and the second from running the NSGA-II algo-

rithm [6] on this problem for 2 · 106 function evaluations to

achieve a good approximation of the Pareto front (shown in

black). The two sources are set apart by a custom parameter that

is then used for coloring the solutions. Some solutions from Fig-

ure 3 are highlighted – see the rectangle in the (𝑥3, 𝑥1) scatter
plot (third from the left in the top row).

These plots clearly show the linear relationship of the near-

optimal solutions between 𝑥1 and 𝑥2 as well as 𝑥1 and 𝑥3. When

only 𝑓1 and 𝑓2 are chosen, it is distinctively visible that the Pareto

set approximation is piece-wise linear and disconnected.

3.5.2 Parallel Coordinates Plot. The parallel coordinates plot

shows all chosen parameters as parallel coordinates and solu-

tions as lines in the plot. Similarly as with the scatter plot matrix,

interaction via brushing and linking is supported to select solu-

tions that fit the desired values.

4 Conclusions
This work presented the features of Optimization Problem Inspec-

tor – a web application to support problem experts and algorithm

designers in gaining a better understanding of industrial optimiza-

tion problems. The tool provides comparisons to well-understood

reference problems and interactive and highly-customizable vi-

sualizations, which can be exported in html and png formats.
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Figure 3: Random (light blue) and near-optimal (black) solutions of the pressure vessel design problem visualized in OPI
with a scatter plot matrix containing variables 𝑥1 to 𝑥4 and objectives 𝑓1 and 𝑓2.

Samples can be exported and solutions imported using the stan-

dard csv format, which makes the data exchange between OPI

and various optimization software easy to do. OPI functionality

is made to be simple and at the same time flexible. Therefore, it

is utilisable by non-experts and experts, alike, providing a wide

range of angles from which to view the problems.
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Abstract
This paper presents a multi-agent system (MAS) for autonomous

table football, developed for the FuzbAI competition at the Uni-

versity of Ljubljana. Our system consists of four independent

agents, each dynamically assigned specific roles—Goalkeeper,

Defender, Midfielder, and Attacker—based on real-time game

analysis. This role-based architecture enabled seamless coordi-

nation between offensive and defensive strategies, allowing our

team to secure first place. We describe the simulation framework

used, the processing of sensor data, and the control strategies

that allowed the agents to execute precise actions in a dynamic

environment. The results highlight the effectiveness of adaptive,

role-based decision-making, demonstrating the potential of MAS

in real-time, competitive settings.

Keywords
multi-agent system, autonomous table football, role-based strat-

egy, real-time decision making, AI in robotics

1 Introduction
The FuzbAI competition, held as part of the “Dnevi Avtomatike”

event at the Faculty of Electrical Engineering, University of Ljubl-

jana, is a premier contest for students specializing in automation

and artificial intelligence [11]. This event challenges participants

to develop intelligent autonomous agents capable of playing table

football without human intervention. The competition not only

serves as a platform for demonstrating technical skills but also

fosters innovation in the application of AI and machine learning

techniques in real-time environments. Figure 1 illustrates the

table setup used in the competition.

The FuzbAI competition is structured in a way that teams

must design and implement a fully autonomous system capable

of effectively competing against other AI-driven systems. Each

match is a test of the participants’ ability to integrate advanced

algorithms and robotics, simulating the dynamics of a real foot-

ball game on a miniature scale. The competitive format includes

both qualification rounds and knockout stages, ensuring that

only the most capable and innovative solutions advance to the

final stages.

Our entry into the FuzbAI competition focused on the develop-

ment of a multi-agent system (MAS), where each of our four rods

functioned as an independent agent. These agents were designed

to collaborate through a streamlined decision-making process,
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Figure 1: Table setup for the FuzbAI autonomous football
competition.

selecting roles that dictated their actions during gameplay. This

strategic approach enabled our team to outperform competitors

and ultimately secure first place in the competition.

This paper delves into the development and implementation

of our multi-agent system. We will explore the architectural

choices, the role-based decision-making strategies employed by

each agent, and the overall system’s performance in the context

of the FuzbAI competition.

2 Competition Setup and System Description
The FuzbAI competition required all participants to develop pro-

grams capable of playing table football autonomously. To facil-

itate this, the competition provided a standardized simulation

environment and a set of initial tools that every team used as

the foundation for their development. This section describes the

simulation framework, the types of data available from the sys-

tem, and the means by which agents could interact with both the

simulated and real game environments.

2.1 Simulation Framework
Participantswere providedwith a Python-based simulation frame-

work designed to emulate a real table football match, as shown in

figure 2. This simulator accurately replicated the physics of the

game, including the movement of the ball and rods, and managed

the interactions between the environment and the agents control-

ling the rods. The framework included fundamental functionali-

ties such as ball tracking, rod positioning, and interaction rules,

allowing all teams to concentrate on AI development without

needing to construct the simulation infrastructure themselves.

One of the key features of the competition setup was that the

interaction protocols for the simulator and the physical table

were identical. The same signals and commands used to control
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Figure 2: Simulator interface.

the actuators in the simulator were also used for the real table

without any modification. This feature ensured that teams could

seamlessly transition their algorithms from the simulated envi-

ronment to the physical table setup, which was used in the final

rounds of the competition. As a result, the simulation provided

a consistent testing ground that mirrored the actual physical

setup, enabling teams to develop and refine their strategies under

uniform conditions.

2.2 Sensor Data
Both the simulation environment and the real table provided

each team with data from two cameras, one placed on each side

of the table. Each camera captured different views of the game,

and teams had to decide how to combine the information from

both cameras. The data provided by each camera included:

• Ball position: The coordinates of the ball on the 2D plane

of the table.

• Ball speed: Velocity of the ball.

• Ball size: Area of the ball in the captured image (in pixels).

• Rod positions: Calibrated position of all rods (in the inter-

val [0, 1]).
• Rod angles: Calibrated angle of all rods (in the interval

[−32, +32]).
This camera data was streamed continuously, requiring teams

to process and merge the inputs from both cameras to accurately

interpret the game’s state. The accuracy and frequency of the

data were sufficient to enable real-time decision-making by the

autonomous agents, whether interacting with the simulator or

the physical table.

2.3 Actuator Outputs
To interact with the environment, each agent could send com-

mands to the actuators that controlled the rods. The system

allowed for two primary types of commands:

• Translatory movement: Moving the rod left or right across

the table.

• Rotational movement: Rotating the rod to control the angle

at which the players struck the ball.

Precise and timely commands were crucial for effective game

control, as they enabled the agents to optimally position their fig-

ures, strike the ball accurately, and execute defensive or offensive

strategies effectively.

3 Related Work
Research on multi-agent systems (MAS) and their application

in robotic football has been extensively explored. This section

reviews some contributions that have informed the development

of autonomous systems for table football and real football.

Moos et al. (2024) [5] developed an automated football table

as a research platform for reinforcement learning, highlighting

the challenges of transferring learned behaviors from simulation

to real-world environments and the need for robust algorithms

to handle uncertainties. While reinforcement learning is a com-

mon approach in such studies, we did not achieve satisfactory

results with it. Therefore, we decided to use multi-agent systems

instead. Klančar et al. (2002) [4] investigated cooperative con-

trol in robot football (real football) using multi-agent systems,

focusing on behavior-based control and dynamic role assignment

among robots to optimize performance. Their approach empha-

sized effective communication for coordination in multi-agent

settings. This work particularly inspired our approach to multi-

agent systems, where we focused on behavior-based control and

dynamic role assignment. Ribeiro et al. (2024) [6] proposed a

probability-based strategy (PBS) for robotic football (real foot-

ball), utilizing real-time data for centralized decision-making

without relying heavily on pre-defined plays. Their approach

demonstrated flexibility across different environments. Smit et

al. (2023) [8] explored scaling multi-agent reinforcement learn-

ing (MARL) to a full 11v11 simulated football environment (real

football), focusing on computational efficiency and the use of

attention mechanisms to enhance scalability in large-scale multi-

agent settings. Song et al. (2024) [9] conducted an empirical study

on the Google Research Football platform (real football), intro-

ducing a population-based MARL training pipeline to quickly

develop competitive AI players, highlighting the importance of

scalable training frameworks. Scott et al. (2022) [7] examined

end-to-end learning in RoboCup simulations (real football), op-

timizing both low-level skills and high-level strategies through

competitive self-play, providing a comprehensive approach to

multi-agent training in competitive environments.

4 MAS Approach to Autonomous Table
Football Control

In this section, we describe the the methodology of our approach.

We describe agent architecture, different agent roles and outline

the actions they can take. Then, we discuss the conditions and

priorities for role assignment during the game and evaluate the

behavior of the system as a whole.

4.1 Agent Architecture
There exist several agent architectures, commonly used in MAS.

Approaches, such as [4, 10, 12, 13], use role-based approach for

interaction between agents and with the environment. In role-

based approach, based on the concepts from role theory [1], the

agents are assigned roles which affect their behavior. While the

overall long-term goal of the system is typically predefined and

does not change, e.g. win a table football match, the current role

of an individual agent defines agent’s short-term goals, which

influences agent behavior, their decision-making process, and

how they interact with the rest of the system. Furthermore, sepa-

ration of agent functionality into independent roles can provide

simplification and decoupling of individual tasks, leading to a

more modular system, which can simplify and improve the ex-

tensibility of the implementation [3].
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There exist several approaches to role and behavior implemen-

tation in MAS, such as merging different roles, role models and

class members [2, 3, 4]. In our implementation, we simplify the

architecture by allowing an agent to occupy only a single role at

a time, and defining the roles in a way that allows reassigning be-

tween iterations of the algorithm without regard to the previous

role or state of the agent.

Each role defines a set of possible actions an agent can take.

The agents decide which action to take based on their priority

and the current environment. More complex roles can be im-

plemented in a stateful manner, meaning the decision on which

action to take is dependent on previous actions as well. An agent

can only be assigned a single role at a time, but can switch be-

tween roles throughout iterations regardless if the particular goal

is fulfilled, when appropriate conditions arise. Additionally, every

agent must have a role assigned at all times.

An action is a discrete, autonomous task that an agent can

take on by making appropriate decisions and acting onto the

environment, e.g. by sending commands to the actuators. This

advances the agent toward the goal imposed by the current role.

An agent can only execute a single action at a time. Additionally,

every agent must be actively executing an action at all times.

These concepts were implemented using an Object Oriented

approach, as suggested by the authors of the competition. In our

implementation, each agent repeatedly executes a fast processing

routine. Every iteration, the environment data is updated and role

selection for the agent is performed. Then, as the agent decides on

a role for that iteration, the appropriate role processing function

is called, executing individual actions.

4.2 Role Description
A typical table football setup consists of four rods per player, each

with a number of mounted figures. In this implementation, each

rod is considered an agent, resulting in a system with four agents

for which we define the following roles, typically associated with

table football games.

Goalkeeper is the final line of defense, primarily responsible

for intercepting the ball before it reaches the goal. Typically the

left-most rod, which is nearest to the goal and has a single figure,

the goalkeeper follows the ball position using two possible ac-

tions: follow andmisaligned follow. The follow action simply tries

to align the figure on the rod with the current ball position. How-

ever, if the velocity of the ball exceeds a predefined threshold,

the agent instead attempts to estimate the ball trajectory based

on its velocity vector. This estimation is simplified by assuming

that the ball maintains a straight-line path. The figure is there-

fore positioned at the intersection of the rod and the estimated

trajectory in an attempt to intercept a fast-moving ball.

The misaligned follow action is an augmented variant of the

former action, designed to increase the overall defense surface of

the defending agents. A common scenario in table football occurs

when an attacker attempts to bypass the defenses by slightly

pushing the ball parallel to the rod and striking it immediately

after. Even though a human player might react fast enough to

block such an attack, actuator response times are often insuffi-

cient. A defense strategy against such attacks is is to misalign the

goalkeeper and defender figures, increasing the defense surface.

Here, this is implemented by the misaligned follow action, and is

activated whenever the ball is relatively slow, in the possession

of the opponent and another agent in front of the Goalkeeper is

currently in a Defender role. This decreases the chances of the

opponent scoring even if the actuators fail to respond fast enough

to block this style of attack. Here, communication between the

two agents is performed implicitly, as each agent perceives the

roles of other agents as a part of the overall environmental state.

Defender is an agent tasked with blocking opponent attacks

by intercepting the ball when it is in the opponent’s possession or

moving towards the goal. This role utilizes a single follow action,

similar to the Goalkeeper’s follow action. Whenever the Defender

role is active, the agent tracks the position and velocity of the ball,

trying to match either its current coordinate or the estimated

intersection with the trajectory of the ball. The agent identifies

the figure closest to the intersection and attempts to move the

rod using minimal amount of movement. This approach allows

for faster adjustments during the game, improving defensive

efficiency.

Midfielder is a an agent role with the primary task of raising

the figures to allow passing the ball from behind the current

agent. This role, although simple, is essential in order to avoid

accidentally breaking a friendly attack by an Attacker agent

behind the current rod.

Attacker is an agent with the task of kicking the ball towards

the opponent goal in an attempt to score a point. Unlike other

roles, the Attacker role is implemented in a stateful manner.

Actions can only happen in a specified order, when the corre-

sponding conditions are met. The role implements follow, kick
and prevent back-kick actions.

Whenever the agent is assigned this role, the follow action is

executed first. During the follow action, the agent slightly raises

the figures in order to prepare for a kick. The figure closest to

the ball is selected and rod offset is adjusted in order to align

the figure with the ball. Whenever the agent determines that the

alignment with the ball is sufficient, the agent moves onto the

next state, the kick action. Here, the rod is rotated in order to

strike the ball. During this state, it is still necessary to track the

position of the ball, as the ball can move significantly within a

few iterations of the algorithm. As the rod completes the forward

rotation, the agent monitors the position of the ball and assesses

if the figure successfully hit the ball. In that case, the next action

is set back to follow, and the agent is usually assigned a new role

according to the environment. However, if the figure missed the

ball during the kick, the agent moves onto the prevent back-kick
action. This final action is meant to prevent an accidental kick

in the opposite of the intended direction. The rod is translated

sideways and slowly rotated into a neutral position, in order to

circumvent the ball. While executing this action, role switching

for the current agent is disabled as well.

During execution, the agent aligns the rod position with the

ball; however, a perfectly aligned figure results in a straight shot,

which is easily defended by maintaining alignment with the ball.

A more effective strategy involves kicking at an angle to aim

for the goal or create a rebound off the wall, which is harder

to defend. This role achieves this by slightly misaligning the

figure before and during the kick. The agent computes the angle

between the ball’s current position and the selected target, with

the figure’s requiredmisalignment set proportionally to this angle

and adjusted by a tunable parameter for fine-tuning. This attack

strategy significantly increases the performance of the Attacker

role.
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4.3 Role Assignment
Individual roles are assigned to agents according to defined as-

signment conditions and rules. Some approaches use an objective

function in order to select a role, often taking role priority into

account [4]. In this approach, we instead define a simple set of

conditions which, along with role priority, decide on the most

appropriate role for a particular agent based on the current state

of the environment.

If in a particular instant, more roles fulfill the assignment con-

ditions for a particular agent, the role with higher priority is

selected. In this implementation, the highest priority belongs

to the Attacker role, followed by the Goalkeeper, Defender and

finally the Midfielder with the lowest priority. This ordering is

based on the strictness of assignment conditions for each role,

and the importance of that particular role. For example, the At-

tacker role has the strictest selection conditions among all roles,

and therefore is assigned the highest priority, while the Mid-

fielder role has a very broad assignment condition and is not as

important compared to an Attack agent.

We define the role selection conditions as follows. The At-

tacker role is selected whenever the ball speed drops below a

specified threshold, and the ball is within kicking clearance of

the rod. The Goalkeeper role is selected if that particular agent

belongs to the left-most rod, closest to the player’s goal. The

Defender role is selected whenever the ball is in front of the rod.

Lastly, the Midfielder role is selected whenever the ball is behind

the rod, as the role’s only task is to raise the figures to allow the

ball to pass forward.

This set of conditions combined with the defined role priority,

allow the agents to switch between roles effectively and covers

the main functionality required to play the game. Role priority

ensures that the agent works toward a correct goal based on

the circumstances. For example, any rod, even the Goalkeeper,

should attempt to kick the ball if it is close and slow enough,

while only the left-most rod should attempt to be the goalkeeper.

4.4 Behavior of the System as a Whole
The system’s primary offensive strategy is for the Attacker agents

to advance the ball as far forward as possible, ultimately aiming

for the goal, while Midfielder agents ensure that they do not

obstruct forward passes. During opponent attacks, the systems

primary defensive strategy is for the Defender and Goalkeeper

roles to intercept the ball. In certain situations, they collaborate

to expand the defense surface, compensating for the limitations

posed by actuator response times. Once the opponent’s attack

ends, agents detect the change in the environment and the roles

are reassigned to shift the game towards offensive play.

The system’s game strategy can be adjusted by modifying

parameters such as role priority, assignment rules, or individual

actions. For instance, a more defensive strategy can be achieved

by tightening the conditions for assigning the Attacker role.

Overall, the implemented algorithm performs well, with the

combination of discrete roles resulting in a competent gameplay.

However, delays and noise present in measurements, and delays

due to actuator response times, sometimes cause the system to

miss, e.g. during attacks. The prevent back-kick action of the

Attacker role proves essential in such situations, performing

careful repositioning. Another surprisingly successful strategy is

aiming at the goal or the wall during the attack action. Even if the
ball does not follow the intended trajectory due to measurement

noise and system delays, it still considerably increases the attack

success rate. Additionally, even though there are no explicit,

intentional passes between agents, the strategy of simply passing

the ball as far forward as possible is enough for a successful

gameplay.

The system overall is sensitive to changes in parameters and

requires precise tuning. The simulator, although effective, does

not perfectly simulate the physical table, and additional parame-

ter tuning is required when transitioning from the simulator to

real-world application.

5 Conclusion
This paper presented amulti-agent system (MAS) for autonomous

table football, developed for the FuzbAI competition. Our role-

based design allowed each rod to act as an independent agent,

dynamically adapting to the game state. This approach enabled

effective coordination between offense and defense, contributing

to our system’s first-place win.

The results demonstrate the effectiveness of a modular, adap-

tive architecture in dynamic environments, highlighting the im-

portance of robust decision-making and quick role-switching.

Future work could include machine learning to predict opponent

behavior and optimize strategies, as well as expanding the system

to more complex environments. Overall, our MAS showed strong

performance in a competitive setting, offering valuable insights

for future developments in autonomous systems.
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Abstract 

Project planning typically refers to the project management step 

in which project assets, timelines, budgets, milestones, 

subcontractors, etc., are determined before the new project starts. 

In this paper, we address infrastructure design projects in the 

context of a specific company (Elea iC) and explore the idea of 

using data about past-finished projects to help project managers 

and project leaders in project planning. A crucial requirement in 

this context is the ability to evaluate/assess the success of 

finished/new projects. This paper proposes a solution using a 

multi-criteria model to evaluate finished projects. This way, we 

add project success information to the finished projects database, 

which we shall use in the decision support system being designed 

to extract knowledge for the new project plan. 

Keywords 

Project success evaluation, multi-criteria model, decision support 

systems, data analysis, data mining, project management, project 

leading tools. 

1 Introduction 

Infrastructure, such as tunnels, bridges, schools, houses, sewage 

systems, roads, etc., and its design discipline play a vital role in 

society. Thus, infrastructure design must have properly and 

thoroughly defined requirements, objectives, scope and 

constraints concerning many expert fields such as civil 

engineering, architecture, geology, geotechnics, environmental 

engineering, urban planning, and other expert fields [1], [2], [3]. 

The term design is connected to the process that ends with 

technical documentation, technical approvals, models, and other 

deliverables prepared at the end of the design process. Each such 

process is referred to as the project [4]. The projects are expected 

to have clearly defined: 

• Goals defining the project's desired result, e.g., a building 

permit for a bridge, static analysis of a retaining wall, 

architectural design for a subway station, geotechnical 

exploration for a tunnel, etc. [4]. 

• Objectives that support project goals include concrete and 

measurable project characteristics such as deliverables, 

milestones, and other steps and strategies to achieve the 

goals [7]. 

• Scope and requirements concerning project boundaries, 

e.g., the need for experts, potential subcontractors, technical 

equipment and other requirements to finish the project. 

• Constraints and limitations concerning project deadlines, 

costs, etc. [8]. 

Besides that, each project should finish with the client’s and 

stakeholders’ satisfaction [8].  

To achieve the above for the new project, project planning is 

vital at the beginning of each new project [6], [8]. It is the project 

management and project leaders' task to recognize and include 

all these in the project plan so that the work and processes lead 

to successful project completion. 

This study aims to support this process in the context of 

Elea iC company, an interdisciplinary provider of engineering 

services and projects in Slovenia [5]. We wanted to include the 

knowledge obtained from past–finished projects in the project 

planning process for the new projects. The company collected 

this data from 2001. The assumptions are as follows: 

1. The finished projects in the database offer valuable 

information for the new project planning phase. 

2. The project workflows established in the company and 

requirements remained similar over the years. 

The main challenge related to this question is the new project 

success assessment and its consideration in light of the available 

finished project data [7]. Unfortunately, the actual finished 

projects database does not contain much information about the 

finished projects' success. To bridge this, we had to construct a 

project success evaluation model, evaluate finished projects in 

the database and add this information to the database. The 

expected result of those steps is a database suitable for applying 

data-analysis and knowledge extraction methods, such as 

hierarchical clustering and machine learning [20]. 

This paper describes the finished project success evaluation 

component (hereafter called FPSE), which is part of the future 

decision support system (DSS, [12], [13], [14]) for project 

planning (hereafter called E-DSS). First, we present the general 

architecture of the E-DSS, explaining the role and integration of 

FPSE in its context. In section 3, we present the database of 

finished projects and its preparation for supporting the 

configuration of new projects. The evaluation model used and 

the experimental evaluation of FPSE are presented in sections 4 

and 5, respectively. Section 6 concludes the paper. 

 
Permission to make digital or hard copies of part or all of this work for personal or 

classroom use is granted without fee provided that copies are not made or distributed 

for profit or commercial advantage and that copies bear this notice and the full 

citation on the first page. Copyrights for third-party components of this work must 

be honored. For all other uses, contact the owner/author(s). 

Information Society 2024, 7–11 October 2024, Ljubljana, Slovenia 

© 2024 Copyright held by the owner/author(s). 

https://doi.org/10.70314/is.2024.scai.8463 

59

mailto:miha.hafner@elea.si
mailto:marko.bohanec@ijs.si


2 E-DSS Architecture 

E-DSS is a DSS under construction to support the project 

management and project leaders in the Elea iC company 

(hereafter called “the user”) in configuring the new project plan 

parameters when a new project starts.  

The user is expected to define the E-DSS input as shown in 

Figure 1: the new project objectives, requirements, desires, and 

expectations. Practically, this means that the user collects all the 

available new project data by: 

• Extracting the new project data from the new project 

assignment and contracts containing relevant information 

for the project planning. 

• Checking the company and potential subcontractors' state of 

the resources and assets needed to complete the new project. 

Examples of those data include projected monetary value, project 

scope and goals, project start and finish date, the expert fields 

needed for project completion, etc.  

The E-DSS output (Figure 1) consists of the new project plan 

configuration together with the corresponding success scores 

(+S). The configuration comprises the data such as the number 

of employees involved, the number of subcontractors, work 

distribution, work duration, the number of pauses, etc. Project 

success scores are assessed assuming this configuration settings. 

 

 
Figure 1: E-DSS architecture 

Accordingly, E-DSS is composed of the following 

components (Figure 1): 

• NPPE (New Project Parameters Extraction) is the 

component that extracts the potential new project 

configuration parameters and corresponding data to support 

the decision-making. NPPE is currently under construction 

and is aimed to operate interactively with the user and 

support: searching for similar projects in FPD+S according 

to a predefined range, searching the projects by desired 

success score, project segmentation, and project group 

identification—unsupervised descriptive analytics and 

parameter prediction by supervised machine learning 

methods. The component NPPE+S inside NPPE evaluates 

the success of the potential new project's configuration 

parameters obtained. The evaluation is made by EM, which 

is part of FPSE. 

• FPSE (Finished Project Success Evaluation) consists of: 

o EM (Project success Evaluation Model) for evaluating 

the new project configuration (described in section 4).  

o FPD+S is the database of finished projects with project 

success evaluations (section 3). 

Figure 1 also shows the element E-DSS administrator used 

to upgrade FPSE periodically by upgrading the database of the 

finished projects or making changes in EM according to the 

system's operational requirements and expected results. 

 

 
Figure 2: FPD+S development workflow 

This paper focuses on the development of FPSE. The 

workflow is shown in Figure 2, consisting of the following steps: 

Step A. Finished projects database preparation (FPD), as 

described in section 3. 

Step B. Project success evaluation model (EM), as described 

in section 4. 

Step C. Finished projects database with EM success scores 

(FPD+S): The result of the FPSE is the upgraded database 

of the finished projects with the finished projects' success 

scores (FPD+S).  

3 Data Description 

E-DSS is a data-driven system that operates on data from past-

finished projects. This data was collected in Elea iC company 

from the year 2001 to 2023. At the beginning of the data 

collection, the number of the observed variables was relatively 

small, but it has grown substantially over the years. At the time 

of this study, the database contained data on 4704 finished 

projects, described by 39 numeric variables; 6 of them were 

date/time/year variables, and 2 categorical variables. 

Data preparation (Step A, Figure 2) was carried out as 

follows: 

1. Data cleaning: replacing “Nan” and deleting erroneous data; 

2. Outlier’s removal using the Interquartile range approach 

[18]; 

3. Data imputation: replacing the missing values using a 

descriptive statistic (e.g. mean, median, or most frequent) 

along each column or using a constant value [19]. We 

employed the mean strategy. 

4. Sensitive data and information removal. For this reason, all 

numeric data was scaled to a range between 0 and 1. 

We ended up with the database FPD containing data on 3132 

finished projects described by 27 numeric variables. The 

variables describe the main project management characteristics, 

such as project financial results, workload distribution, number 

of employees, subcontractors, etc. Table 1 shows the list of all 

variables together with their basic statistics. 

This way, the finished project database (FPD) was prepared 

for the FPSE component. FPD is the main resource for 

Exploratory Data Analysis for observing the data and its 
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properties, such as variable correlations, variable information 

gain, etc. These operations are invoked interactively by the user 

in the context of NPPE and are not discussed further in this paper. 

Table 1: Basic statistics of the variables after data cleaning, 

outliers’ removal, and data scaling 

 

4 Evaluation of Projects’ Success 

The project success evaluation model (EM), developed in Step B 

(Figure 2), is aimed at: 

• The evaluation of the projects in FPD resulting in the 

FPD+S (Figure 2). 

• The evaluation of potential new projects suggested through 

interaction between the user and NPPE+S (Figure 1). 

Project success evaluation involves multiple criteria that have 

to be aggregated into a single evaluation score. Different criteria 

might be of different importance and affect the score differently, 

i.e., with different weights. For this purpose, we chose MAUT 

(Multi-Attribute Utility Theory) [11], a multi-criteria modelling 

approach that facilitates both hierarchical structuring of criteria 

and using weights for the aggregation of scores. 

Considering the above requirements, available FPD data and 

other multi-criteria approaches to project evaluation ([15], [16], 

[17]), we developed the EM as presented in Figure 3. 

EM consists of three components [10]: input parameters, 

evaluation parameters and aggregation functions. 

Input parameters are variables in the leaf nodes of the model: 

• Project Work Concentration: explains the distribution of the 

work on the project. If the value is closer to 0 or 1, the 

majority of the work is done at the beginning or at the end 

of the project, respectively. 

• Time Reserve: explains if the project work ended earlier 

than defined in the contract. 

• Number of Pauses: the number of times the work on the 

project stopped. 

• Pauses Time Share: the ratio between the months the 

employees did not work and the total number of months. 

• Hour Income: the ratio between project value and the 

number of work hours necessary to finish the project. 

 

 
Figure 3: Multi-criteria model for the projects’ success 

evaluation 

Evaluation parameters represent outputs of the model: 

• WORK DISTRIBUTION: assesses the characteristics of the 

work distribution in the project duration. 

• PROJECT PAUSES: assesses the work pauses. 

• PROJECT WORKFLOW: combines evaluation parameters 

WORK DISTRIBUTION and PROJECT PAUSES 

• PROJECT FINANCIAL RESULT: assesses the project's 

success from the financial point of view. 

• PROJECT SUCCESS SCORE: overall success score, 

determined by aggregation of all subordinate parameters. 

Aggregation functions map subordinate EM parameters to the 

corresponding parent parameters. Employed is the weighted 

average function, using weights shown in Figure 3. Currently, 

weights are chosen to make all parameters equally important. 

5 Experimental Evaluation of FPSE 

Figure 4 shows an example of evaluating a project from FPD. 

Input parameters’ values (terminal nodes) were obtained from 

the data base, while evaluation parameters’ values (green nodes) 

were calculated by EM. The example project shows good 

workflow score (0.75), but has a poor financial score (0.29), both 

leading to an average success score (0.52) of the project. Several 

other projects of different types were evaluated in this way, 

confirming the appropriateness of EM structure and 

conformance with requirements of potential users. In this way, 

the quality of EM was assessed on a sample of past projects. 

Further assessment is planned in the next stages while 

configuring new projects, where EM’s results can be confronted 

with opinions of project leaders actively involved in the process. 

EM already enables evaluation of multiple finished projects. 

In Step C (Figure 2), FPD was extended by adding five variables 

corresponding the five Evaluation parameters of EM. All 

projects in FPD were evaluated by EM, resulting in FPD+S.  

Basic statistics of FPD+S is presented by the distribution of 

the variables in Figure 5. The variables marked with red colour 

on the x-axis are E-DSS input parameters, the green uppercase 

variables are those corresponding to success scores, and the blue 

variables are potential new project parameters. The distribution 

of the final project evaluation, PROJECT_SUCCESS_SCORE, 
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(average = 0.52, min = 0.15, max = 0.94) indicates that it well 

covers the range of possible outcomes and enables the 

discrimination and sorting of projects. 

 

Figure 4: Example of evaluating a project using EM 

 
Figure 5: Distribution of the FPD+S features, including EM 

project success assessments 

6 Conclusions 

E-DSS is a DSS under construction, aimed at supporting the 

project management and project leaders' process in the new 

infrastructure project planning phase. We presented the design 

and development of the FPSE component, consisting of a multi-

criteria project success evaluation model EM and a data base of 

projects, extended with success evaluation scores FPD+S. 

EM has been developed using the MAUT approach and has 

turned out to be “fit-for-purpose”. It employs the data that is 

available in the projects’ database. It meaningfully describes 

aspects of the project's success and offers practical and functional 

model for the evaluation of multiple projects in the database. 

FPSE is a key decision-support resource for E-DSS. E-DSS 

will allow the user to interactively search for similar past 

projects, to filter them according to the success score and 

simulate the effects of alternative project configurations, 

ultimately proposing the best one. Approaches based on 

unsupervised descriptive analytics (clustering) and supervised 

machine learning methods for prediction of E-DSS output 

parameters are foreseen for this purpose. Actually, we have 

already tested hierarchical clustering and decision tree 

classification methods on FPD+S, and first results are 

encouraging. We obtained meaningful clusters of past projects 

and created decision trees for prediction of individual output 

parameters that may lead to high new project success scores. 

Future work will primarily continue by further data analysis 

and data mining of FPD+S, attempting to design effective 

algorithms for interactive exploration of past projects and 

suggesting as good as possible configurations of new projects. 

On this basis, we shall make a detailed functional specification 

of the NPPE+S component and design/implement the E-DSS. 

Despite that E-DSS considered here is tailor-made for the 

specific business environment and is bound to the specific data 

base, the approach seems general enough to be applied to similar 

environments, projects and processes [9]. This work is a 

showcase of substantial efforts needed to prepare a corporate 

database for decision-support, which is often neglected in the 

literature. The main contribution is a combination of data 

processing with MAUT-based multi-criteria decision modelling. 
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Abstract
This paper presents a method for changing the energy use of

consumers participating in Demand Response (DR) programs,

focusing on peak balancing to improve grid stability. Multiple ob-

jectives including costs and risks are considered, and a weighted

sum is used to transform them into a single objective. This re-

sults in an optimization problem that can be optimally solved.

To calculate the costs, the load consumption baseline needs to

be established. Since this is challenging and can be exploited,

we conduct initial experiments to test whether our method to

adjust the baseline can be easily manipulated. We explore an

original scenario and three of its variants to examine the effects

of various parameters on the optimization outcome. Our results

indicate that 1) an excessive emphasis on risk results in no energy

change, 2) enforcing a net zero energy change minimizes energy

use while still securing the rebate, and 3) without an adjustment

period, the consumer is less inclined to increase the load just be-

fore the demand period. In future work, we will reformulate some

objectives to avoid exploitation and better reflect the real-world

needs of DR.

Keywords
multiobjective optimization, mixed-integer linear programming,

demand response, baseline consumption, electrical grid

1 Introduction
Peaks in energy demand can strain the electrical grid, leading to

inefficiencies and potential failures. A widely used strategy for

balancing these peaks is Demand Response (DR), in which the

Distribution System Operator (DSO) forecasts future peaks and

requests from consumers to adjust their energy use to reduce

them. In the peak time rebate DR program [2], consumers receive

a rebate if they reduce their load in the demand period. On the

other hand, if they commit to respond to the demand, but fail to

do so, they can be penalized. It is therefore of utmost importance

to accurately assess whether and how much a consumer reduced

their load to meet the demand.

The load reduction of a consumer is computed as the differ-

ence between its baseline (the amount of energy the customer

would have consumed without a demand request) and its actual

use [2]. The importance of establishing a baseline and the various

ways of calculating it are presented in [5]. Common methods

for calculating baselines include simple historical data averages,

exponential moving averages and short-term load forecasting
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or classroom use is granted without fee provided that copies are not made or

distributed for profit or commercial advantage and that copies bear this notice and

the full citation on the first page. Copyrights for third-party components of this

work must be honored. For all other uses, contact the owner/author(s).

Information Society 2024, 7–11 October 2024, Ljubljana, Slovenia
© 2024 Copyright held by the owner/author(s).

https://doi.org/10.70314/is.2024.scai.8587

techniques. However, baselines can be exploited, e.g., when con-

sumers artificially increase consumption before an event to inflate

their baseline and maximize the awarded rebate.

Through the SEEDS project
1
, we are developing a method-

ology for providing energy flexibility services to prosumers –

participants in energy markets capable of both producing and

consuming energy – in order to enhance grid stability. Machine

learning is used to predict the baseline energy usage of prosumers

and their flexibility, while mixed-integer linear programming

(MILP) is used to optimize the operation of prosumers within

their flexibility. Our approach will be tested in the Slovenian pilot,

in collaboration with Petrol d.d. and Elektro Celje d.d.

Our work integrates prosumer flexibility into DR optimization,

focusing on minimizing costs and risks while limiting energy

fluctuations. While the goal is to eventually use this approach on

real-world data from the pilot, this paper reports on some initial

experiments verifying whether the current problem formulation

results in solutions with desired properties. In particular, we wish

to test if our adjusted consumer baseline approach can be easily

exploited.

Research on prosumer flexibility, optimization techniques,

and demand response optimization includes a wide range of

approaches [8]. In [3], Balázs et al. quantify residential prosumer

flexibility using engineering models and real-world data. Their

work provides valuable insight into prosumer behavior and en-

ergy management. Capone et al. [4] optimize district energy

systems by balancing costs and carbon emissions with genetic al-

gorithms and linear programming, showing significant emission

reductions at a modest cost increase. Magalhães and Antunes [7]

compare thermal load models in demand response strategies

using MILP, finding that discrete control formulations improve

computational efficiency. Thus, our methodology is in line with

related work while the actual optimization problem (its vari-

ables, objectives and constraints) differs from existing ones as it

is adapted to our specific use case.

This paper is further organized as follows. In Section 2, we

provide a brief overview of the optimization problem, followed

by its detailed definition in terms of its variables, constraints and

objectives. The optimization approach is explained in Section 3,

where we discuss the scalarization technique used to transform

our multi-objective problem into a single-objective MILP form

and the method used to solve it. The experiments and their results

are given in Section 4. Finally, conclusions and further work ideas

are described in Section 5.

2 Optimization Problem
The problem formulation in this work assumes a peak time rebate

DR program in which the DSO and the consumer have a contract

stipulating the following conditions: 1) the consumer can chose

whether to respond to a demand request, 2) if the consumer

1
https://project-seeds.eu/
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participates in DR, it receives a rebate proportional to the reduced

load, 3) if the consumer participates in DR but does not reduce the

load by at least 75 % of the required amount, it is penalized, 4) the

load reduction is estimated using an adjusted consumer baseline,

which takes into account the forecast consumer energy usage as

well as its actual consumption before the demand period.

The optimization task is to set the energy consumption of

all loads of a consumer participating in DR taking into account

their flexibility so that consumer costs, risks and energy fluctua-

tions are minimized. This ensures efficient grid operation while

maintaining economic feasibility for the consumer.

To formally define our optimization problem, we first intro-

duce its variables, followed by the constraints and the objective

functions we aim to optimize. Finally, we provide an overview

of the weighted sum approach, which serves as the scalarization

technique to transform all objective values into a single one.

2.1 Variables
A solution is specified by the energy amounts 𝐸𝑐,𝑖 ∈ R for each

consumer load 𝑐 ∈ C and time interval 𝑖 ∈ {1, . . . , 𝑛}. They
correspond to the change of consumption from the forecast one.

These are the only variables of this optimization problem.

From these energy amounts and the forecast timetable of en-

ergy usage, the resulting energy consumption 𝐸𝑖 in time interval

𝑖 ∈ {1, . . . , 𝑛} is computed as

𝐸𝑖 = 𝐸F𝑖 +
∑︁
𝑐∈C

𝐸𝑐,𝑖 .

2.2 Constraints
The energy amounts of a solution need to adhere to two kinds of

constraints. The first type are the interval energy constraints:

𝐸min

𝑐,𝑖 ≤ 𝐸𝑐,𝑖 ≤ 𝐸max

𝑐,𝑖 ,

for each consumer load 𝑐 ∈ C and time interval 𝑖 ∈ {1, . . . , 𝑛}.
The second are the total energy constraints:

𝐸
𝑇,min

𝑐 ≤
𝑛∑︁
𝑖=1

𝐸𝑐,𝑖 ≤ 𝐸
𝑇,max

𝑐 ,

for each consumer load 𝑐 ∈ C.

2.3 Objective Functions
The three objectives to be minimized in this scenario are the

costs, risks and energy fluctuations.

The first optimization objective 𝑓1 consists of all costs associ-

ated with the solution and equals

𝑓1 = 𝑓 E − 𝑓 R + 𝑓 P,

where 𝑓 E represents the energy costs, 𝑓 R is the rebate for the

recognized load reduction and 𝑓 P is the penalty that is charged

in case the recognized load reduction does not meet the require-

ments.

The energy costs 𝑓 E equal the sum of energy costs over all

time intervals 𝑖 ∈ {1, . . . , 𝑛},

𝑓 E =

𝑛∑︁
𝑖=1

𝑝𝑖 𝐸𝑖 ,

where 𝑝𝑖 is the interval energy price.

The solution gains a rebate it the load is reduced in the demand

period {𝑡S, . . . , 𝑡E}. Note that the recognized load reduction 𝐸R𝑡 ,

𝑡 ∈ {𝑡S, . . . , 𝑡E}, is computed from the adjusted timetable energy

𝐸A𝑡 instead of the forecast one 𝐸F𝑡 , where the adjustment is deter-

mined by the energy amounts in the adjustment period – the 𝑛A

intervals before the start of the demand period 𝑡S. More formally,

the adjusted timetable is computed as

𝐸A𝑡 =


𝐸F𝑡 −

1

𝑛A

𝑡S−1∑︁
𝑗=𝑡S−𝑛A

(
𝐸F𝑗 − 𝐸 𝑗

)
, if 𝑛A > 0;

𝐸F𝑡 , otherwise

for all intervals 𝑡 ∈ {𝑡S, . . . , 𝑡E} in the demand period. Then,

the recognized load reduction 𝐸R𝑡 at demand time interval 𝑡 ∈
{𝑡S, . . . , 𝑡E} is determined as

𝐸R𝑡 = 𝐸𝑡 − 𝐸A𝑡 ,

while the total recognized load reduction 𝐸R is computed as

𝐸R =

𝑡E∑︁
𝑡=𝑡S

𝐸R𝑡 .

A rebate is awarded if 𝐸R is negative (the consumption has

been reduced). If the total recognized load reduction exceeds the

total demanded energy reduction 𝐸T, the rebate is capped, i.e.,

𝑓 R =

{
𝑝B min

(��𝐸R�� , ��𝐸T��) , if 𝐸R < 0

0, otherwise

.

Finally, a penalty is added to the total costs if the demand

has not been met, that is, the ratio between the recognized and

demanded energy reduction, 𝐸D, in any of the demand time

intervals 𝑡 ∈ {𝑡S, . . . , 𝑡E} is lower than 75 %,

𝑓 P =

𝑝
P |𝐸T |, if

𝐸R𝑡

𝐸D
< 75 % for one or more 𝑡 ∈ {𝑡S, . . . , 𝑡E}

0, otherwise

.

The second optimization objective 𝑓2 represents risks. In order

to penalize any changes to the timetable when the risks are high,

the objective function is defined as

𝑓2 =

𝑛∑︁
𝑖=1

𝑟𝑖

∑︁
𝑐∈C

��𝐸𝑐,𝑖 �� ,
where 𝑟𝑖 represents the risk at time interval 𝑖 .

To penalize unnecessary energy fluctuations, the third objec-

tive 𝑓3 averages the consecutive changes in energy amounts for

all consumer loads, i.e.,

𝑓3 =
1

(𝑛 − 1) |C|

𝑛∑︁
𝑖=2

∑︁
𝑐∈C

��𝐸𝑐,𝑖 − 𝐸𝑐,𝑖−1
�� .

2.4 Weighted Sum Approach
Since the optimal solutions to this problem appear to reside in

the convex region of the objective space, we use a weighted sum

approach to transform all objective values into a single one. The

single objective function to be minimized thus equals

𝑓 = 𝑤1 𝑓1 +𝑤2 𝑓2 +𝑤3 𝑓3

under the condition 𝑤1 + 𝑤2 = 1. The weight 𝑤3 can be set

independently of𝑤1 and𝑤2 and serves as a measure of limiting

the energy fluctuations.
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3 Optimization Approach
3.1 Setting Weights in the Weighted Sum
To obtain diverse solutions with the weighted sum approach, a

good strategy for setting the weights is needed. While we plan to

use amore sophisticated approach for this purpose in future work,

these initial experiments were made by choosing equidistant

values of 𝑤1 from the interval [0, 1] and defining 𝑤2 as 1 −𝑤1.

In order to limit energy fluctuations, we set𝑤3 to 10
−3
. Smaller

weights proved insufficient in limiting the fluctuations while

larger weights interfered with the first two objectives, which are

more important than the third.

3.2 Linearization
Since all of the objective functions specified in Section 2.3 are

either non-linear or contain non-linear parts, specific techniques

are required to linearize these objectives and ensure the problem

fits the MILP form. In particular, it is necessary to linearize the ab-

solute value of a real variable, the product of a binary variable and

a real variable, the minimum of two variables, along with other

non-linear function conditions. We use standard approaches to

achieve linearization for all these cases [9].

3.3 Tool and Solver
We use the OR-Tools Python library

2
to implement and solve

the single-objective MILP problem. The library is a comprehen-

sive tool for solving optimization problems, including linear pro-

gramming, integer programming, and combinatorial optimiza-

tion. Specifically, we use the SCIP (Solving Constraint Integer

Programs) solver [1] integrated within OR-Tools
3
for solving

MILP problem instances.

To solve a MILP problem using OR-Tools and the integrated

SCIP solver, the following steps are performed: import the linear

solver wrapper, declare the SCIP solver, define the variables with

their respective bounds, set the constraints and the objective

function and lastly, analyze and display the solution.

4 Experiments
We first conduct experiments using a basic scenario with a single

consumer load. Then, we variate some parameters of this scenario

to see how they affect the resulting solutions.

4.1 Experimental Setup
The basic scenario has the following parameters:

• Time is represented as 28 15-minute intervals.

• The demand period starts at 𝑖 = 13 and ends at 𝑖 = 16.

• The total required reduction 𝐸T equals −8 kWh and the

required reduction 𝐸D at each interval equals −2 kWh.

• The adjustment period has a duration of four intervals.

• The load change needs to be within [−3 kWh, 3 kWh] for

each interval 𝑖 = 5, 6, . . . , 24 and is fixed to 0 kWh for the

remaining intervals.

• The forecast timetable energy 𝐸F
𝑖
is constant and equals

12 kWh for all time intervals.

• The total energy constraint is unbounded.

• The risk equals 0.50 for all time intervals.

• All prices are constant: 𝑝𝑖 = 0.25 EUR, 𝑝R = 0.50 EUR and

𝑝P = 1.00 EUR.

2
https://developers.google.com/optimization

3
https://github.com/google/or-tools/blob/stable/ortools/linear_solver/samples/mi

p_var_array.py

The three scenario variants differ from the basic as follows.

The first scenario variant has no demand. In the second and

third scenario variant, the total energy change is set to 0 kWh

ensuring the reduction in energy consumption in some intervals

is matched with its increase in others. Additionally, the third

scenario variant has no adjustment period, i.e, 𝑛A = 0.

4.2 Results and Discussion
We discuss here the results of our original scenario and its three

variants. They are depicted also in plots in Figures 1 to 4, which

show with a black line how the consumer load changes from its

planned timetable. Consumer load flexibility at each time interval

is shown in gray (there is no flexibility in the first four and last

four intervals). The demand period is denoted in red and the

adjustment period in blue. In most cases (unless the risk has

a large weight), the consumer reduces the load in the demand

period enough to meet the required demand and earn the entire

available rebate while not incurring any penalty. The amount of

this reduction and the energy change outside of this period differ

for the various scenario variants.

4.2.1 Original Scenario. When the risk has a large weight, the

load does not change outside of the demand period (see the top

plot in Figure 1). However, when the impact of risk is minimal

(bottom plot in Figure 1), the load is reduced everywhere except

during the adjustment period. This strategy artificially increases

the perceived load reduction to maximize the rebate, as dictated

by the rebate calculation formula.

4.2.2 Scenario Variant #1: No Demand. If the optimization is

called without a demand, the result depends on the weighting of

the first two objectives. As long as the impact of risk is significant

(top plot in Figure 2), the load does not change. Otherwise, the

load is reduced to the maximum extent in each interval (bottom

plot in Figure 2). This approach minimizes the function 𝑓𝐸 , there-

fore reducing costs. This means that the consumer behavior can

change when optimized even if no demand is present.

4.2.3 Scenario Variant #2: Zero Total Energy Change. Due to the

zero energy constraint, the consumer makes adjustments solely

within the demand and adjustment periods (see Figure 3). During

the adjustment period, the user offsets the consumption from the

demand period, thereby achieving a maximal rebate. To adhere

to the requirement of minimizing risks and fluctuations in other

intervals, no additional changes are made, as such actions would

increase the objective value.

4.2.4 Scenario Variant #3: Zero Total Energy Change and No Ad-
justment Period. When the baseline is not adjusted, the load is

increased in intervals outside of the demand period, regardless

whether they occur before or after it. The specific intervals when

this happens depend on the solver and are random as they lead

to the same objective function value. An example of such a case

in depicted in Figure 4.

The last two variants additionally confirm that the usage of

the adjustment period enables exploitation – the entire rebate

can be gained with a smaller load reduction in the demand period

if the load is increased in the adjustment period.

5 Conclusions
This paper focuses on demand response optimization and the

growing role of prosumers in energy systems. A standard MILP

framework is used to set the consumer load energies within
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Figure 1: Results for the original scenario with 𝑤1 = 0.6

and𝑤2 = 0.4 (top) and𝑤1 = 0.8 and𝑤2 = 0.2 (bottom).
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Figure 2: Results for the variant without demand with𝑤1 =

0.5 and𝑤2 = 0.5 (top) and𝑤1 = 0.7 and𝑤2 = 0.3 (bottom).
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Figure 3: Results for the variant with zero total energy
change with𝑤1 = 0.6 and𝑤2 = 0.4.
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Figure 4: Results for the variant with zero total energy
change and no adjustment period with 𝑤1 = 0.6 and 𝑤2 =

0.4.

their flexibility so that the costs, risks and energy fluctuations

are all minimized. Since the objectives are scalarized with the

weighted sum approach, correctly setting their weights is crucial

for generating a set of diverse solutions representing various

trade-offs between costs and risks.

By creating three scenario variants, we were able to explore

the effect of some parameters on the optimization outcome. We

observe that:

• Regardless of the variant, the optimal load schedule does

not deviate from the forecast one if the importance of risk

is too high, i.e., if the weight𝑤2 is too large. This critical

value of𝑤2 depends on the scenario variant.

• If the consumer is obliged to a zero sum in load increase

and reduction, the optimal solution uses the minimal nec-

essary resources to earn a rebate while avoiding excessive

energy changes.

• When the adjustment period is unspecified, the prosumer

is less likely to increase the load just before the demand

period.

Moving forward, we need to refine the objectives. The cur-

rent method to assess the baseline consumption is susceptible

to exploitation and should be amended. We could calculate the

consumer baseline from similar consumers that do not partici-

pate in DR as suggested in [6]. We will also need to revise the

penalty calculation to account for the imminent change of tariffs

in the Slovenian energy market. We additionally plan to improve

the calculation of risks to ensure more robust optimization and

real-world applicability. Finally, we intend to develop a better

strategy for setting the weights, targeting values with the most

significant impact rather than evenly distributing them.
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Jožef Stefan Institute, Jožef
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Abstract

The growing interest in hydrogen gas as a fuel drives re-
search into environmentally friendly hydrogen production
methods. One viable approach of obtaining hydrogen is
the electrocatalysis of water, which includes the hydrogen
evolution reaction (HER) as one of the half-reactions. In
the search of highly active catalysts for the HER, machine
learning can be effectively utilized to develop models for
calculating hydrogen adsorption energy, a key descriptor of
catalytic activity. In this study, we learned models for pre-
dicting hydrogen adsorption energy on platinum. We used
various machine-learning (ML) techniques on two datasets,
one for extended surfaces and the other for nanoparticles.
The respective results reveal that ML models for extended
surfaces are more accurate than those for nanoparticles,
and that the features describing the local environment are
the most significant for the predictions. For surfaces, the
coordination number is the most relevant feature, while the
d-band center is the most important for nanoparticles. The
ML models developed in this study lack sufficient accuracy
to provide reliable results, highlighting the need for further
investigation with additional features or larger datasets.

Keywords

platinum, hydrogen, DFT calculations, decision trees, fea-
ture ranking

1 Introduction

A lot of scientific and societal interest is devoted to hydro-
gen fuel, which can generate electrical power by producing
water as a byproduct. One environmentally friendly method
of producing hydrogen is through the electrocatalysis of
water, where hydrogen and oxygen gases are formed. This
process involves two reactions: oxygen and hydrogen evolu-
tion reactions. Considerable effort is being directed towards
improving catalysts for both reactions and understanding
the fundamental processes involved [21, 13]. In this contri-
bution, we will focus on the hydrogen evolution reaction
(HER), for which platinum is known to be a highly ac-
tive catalyst due to its near-optimal hydrogen adsorption
free energy [15, 21]. However, the high cost of platinum
motivates ongoing research of alternative materials.
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The mechanism of HER includes adsorbed hydrogen
atom (H*) as an intermediate. Consequently, the adsorp-
tion energy of hydrogen is often used as a descriptor of
the catalytic activity of the material [15, 21]. The most
straightforward approach to obtain the adsorption energies
is with density-functional theory (DFT) calculations. How-
ever, as the size of the system and the number of different
adsorption sites increase, a full DFT analysis becomes com-
putationally unfeasible. To address this challenge, machine-
learning methods can be employed to predict hydrogen
adsorption energies based on DFT results, enabling the
investigation of more complex systems [10]. For example,
bimetallic nanoparticles were investigated by Jäger et al.
[8] and Zhang et al. investigated amorphous systems [20].

This contribution focuses on the use of machine learning
for predicting hydrogen adsorption energies on platinum
using electronic and geometric descriptors. Two separate
datasets were constructed, one for surfaces and the other
for nanoparticles. By employing supervised learning and
attribute ranking, we built ML models, assessed their accu-
racy and analyzed whether the two datasets exhibit similar
correlations. The idea of the contribution is illustrated in
Figure 1.

Figure 1: Supervised machine learning and feature
ranking was performed for hydrogen adsorption
energy on platinum catalysts modeled as surfaces
and nanoparticles.

2 Materials and Methods

2.1 DFT Calculations and Datasets

We utilized DFT calculations to calculate hydrogen ad-
sorption energies (a target variable for ML) and electronic
descriptors for ML. We also utilized geometric descriptors.
Two datasets were constructed, one for platinum nanopar-
ticles and the other for platinum surfaces.

DFT calculations were performed with the Perdew-Burke-
Ernzerhof (PBE) approximation [17], a plane-wave basis
set, and PAW pseudopotentials [3]. Energy cutoffs were set
to 50 and 575 Ry for wavefunctions and electron density,
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respectively. Methfessel-Paxton smearing [12] of 0.02 eV
was employed.

Pt(111), Pt(100), and Pt(110) surface slab models were
constructed with the calculated lattice parameter of bulk
Pt (3.97 Å). The models of Pt(111) and Pt(100) surfaces
consist of 4 atomic layers, with the bottom layer fixed to
bulk positions, while Pt(110) has 6 atomic layers with the
bottom two layers fixed. To achieve a greater variety of
adsorption sites, Pt(111) and Pt(100) were also modeled
with a missing-row defect. All surface models are shown in
Figure 2. Calculations accounted for the dipole correction
and periodic images of slabs were separated by at least
15 Å of vacuum. Different sizes of surface supercells were
used, and the k-point grid for (1×1) surface unit cells of
Pt(111), Pt(100), and Pt(110) were 12×12×1, 11×11×1,
and 11×8×1, respectively. For larger supercells, the number
of k-points was adapted accordingly.

Calculations with nanoparticles were performed with
the gamma k-point and Martyna-Tuckerman correction
for isolated systems [11]. Nanoparticles were modeled with
different shapes and sizes, consisting of 3 and up to 116
atoms. Their periodic images were separated by at least
15 Å of vacuum. All calculations were preformed with the
Quantum ESPRESSO package [5].

The hydrogen adsorption energy was calculated as:

𝐸ads = 𝐸H* − 𝐸* − 1

2
𝐸H2 (1)

where 𝐸H* is the calculated energy of optimized adsorp-
tion system, 𝐸* is the energy of the standalone platinum
system, and 𝐸H2 is the energy of the hydrogen molecule.
All performed calculations included only one adsorbed H
atom per supercell or nanoparticle.

As an electronic descriptor, we used the d-band center,
which is considered to be a good indicator of metal reac-
tivity [6]. It was obtained through DFT calculations using
the following equation:

𝜀d =

∞∫︀
−∞

𝑛d(𝐸)𝐸𝑑𝐸

∞∫︀
−∞

𝑛d(𝐸)𝑑𝐸

(2)

where 𝐸 is the energy and 𝑛d is the projected density of
states on d-orbitals of the atoms forming the adsorption
site.

For the geometric descriptors, we determined the average
coordination number of Pt atoms forming the adsorption
site, as well as the generalized coordination number (GCN)
of the adsorption site [2], calculated as:

GCN(𝑖) =

𝑁𝑖∑︁
𝑗=1

CN(𝑗)

CNmax
(3)

where 𝑖 denotes an atom or a group of atoms forming the
adsorption site, 𝑁𝑖 is the number of first nearest neighbors
of 𝑖, which are denoted with 𝑗. CN(𝑗) is the coordination
number of atom 𝑗 and CNmax is the maximal coordination
of a given site found in the bulk material.

In addition, the type of adsorption site was used as a
descriptor. For extended surfaces, the coverage of H atoms,
the surface area per H atom and surface type were also used
for learning. For nanoparticles, some descriptors relevant

Figure 2: Models of extended surfaces used to cal-
culate hydrogen adsorption energies.

to the size of nanoparticles were also utilized, in particular:
the number of all atoms (𝑁all) in the nanoparticle, the
number of surface atoms (𝑁surf), the maximal (𝑟max) and
minimal (𝑟min) distances from the center of the nanoparticle
to the surface atoms and the distance from the center of
the nanoparticle to the adsorption site (𝑟ads). The datasets
for surfaces and nanoparticles contained 46 and 85 data
points, respectively.

2.2 Machine-Learning Methods

The prepared datasets were analyzed using the Weka soft-
ware package [4]. The target value in both datasets is the
hydrogen adsorption energy, making this a regression task.
Supervised machine learning was employed to develop mod-
els for predicting the target value, which were evaluated
by 10-fold cross-validation.

One of the used methods is linear regression, that com-
putes the linear relationship between the target value and
the descriptors. The relevant descriptors included in the
equation were selected according to the M5 method [18].
This method iteratively removes descriptors with the small-
est effect on the model until the error of the model no
longer decreases.

We also used the random forest method [7, 1] with 100
trees of unlimited depth. With this method, multiple deci-
sion trees were constructed by selecting relevant features
from a random subset of int(log2(𝑚) + 1) features, where
𝑚 is the total number of features. The final values are the
averages of the predictions from the individual trees.

To obtain an explainable ML model, we also built regres-
sion trees using the M5’ method [18, 19]. In this method,
trees are built by splitting the training sets according to
attributes that maximize the standard deviation reduction.
After the trees are constructed, they are pruned to avoid
overfitting and smoothed to address discontinuities between
the leaves. For our datasets, we used unpruned trees to
prevent the formation of trees that are too small and give
poor predictions. We also restricted tree branching to a
minimum of 6 instances per leaf node for surfaces and 20
for nanoparticles to avoid overfitting the data and to ensure
trees of sufficient size.

We also performed variable importance estimation and
ranking for our selected descriptors with all data points
used as a test set. To evaluate the importance of the de-
scriptors with respect to hydrogen adsorption energy, we
employed two methods: ReliefF [9] and correlation [16]. The
ReliefF method is more sensitive to feature interactions
and works by calculating the distances between training in-
stances and identifying the ’nearest hit’ and ’nearest miss’.
It then adjusts the weights of the differing descriptors be-
tween the target and nearest instances. The correlation
method evaluates the Pearson correlation coefficient [16]
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between the features and the target variable, without ac-
counting for interactions between features. It gives scores
ranging from −1 to 1, with 1 being the highest correla-
tion score, a score of −1 indicates anti-correlation, and 0
indicates no correlation.

3 Results and Discussion

3.1 Machine-Learning Models

Supervised machine learning was performed using linear
regression, random forest, and M5’ regression tree. The
obtained Pearson’s correlation coefficients and root mean
squared errors (RMSE) between true and predicted values
are shown in Table 1.

We can observe that not all ML models provide better
RMSE values compared to those calculated with a simple
arithmetic average, referred to as the default predictor. For
surfaces, linear regression and random forest perform the
best and yield similar results. The regression tree model
performs the worst and has higher RMSE compared to
the default predictor. For nanoparticles, all methods yield
errors close to those of the default predictor and correlation
coefficients bellow 0.5.

The obtained results indicate that with the selected
descriptors, the hydrogen adsorption energies are more
accurately predicted on surfaces, which are simpler as com-
pared to nanoparticles. Surfaces have high symmetry and
only a handful of different adsorption sites, while nanopar-
ticles have different shapes and sizes, consist of different
facets, and each nanoparticle has numerous different ad-
sorption sites. This gives a huge variety of adsorption sites
that can make the prediction of adsorption energies harder.

Considering the best models, the obtained adsorption
energies have an error of±0.13 eV for surfaces and±0.22 eV
for nanoparticles. Due to the exponential dependence of
reaction rate and adsorption energy, even a small error in
adsorption energy hugely affects the reaction rate. Hence,
the models, particularly for nanoparticles, do not provide
sufficiently accurate results for any practical use.

The selected ML models also provide insights into the
relations between the considered features and the target
variable. The linear regression model for nanoparticles
includes only the d-band center and a factor for the hollow
adsorption site, whereas the equation for surfaces is more
complex. It includes adsorption site, surface type, and both
coordination numbers. This indicates that for nanoparticles,
the d-band center is the most relevant factor, while for
surfaces, geometric factors exhibit greater predictive value.

Table 1: Pearson’s correlation coefficients (CC) and
root mean squared errors (RMSE) in eV units for
all three used ML methods. For comparison, RMSE
of the default predictor is also given.

surfaces Nanoparticles
CC RMSE CC RMSE

linear regression 0.71 0.13 0.38 0.22
random forest 0.69 0.13 0.34 0.22
M5’ decision tree 0.49 0.19 0.34 0.22

default predictor / 0.18 / 0.23

The regression-tree models shown in Figure 3 have lower
accuracy and, consequently, are less reliable.

The ML models could be improved by expanding the
dataset or by calculating additional descriptors. For sur-
faces, more data can be obtained through calculations on
a wider variety of surface types and by accounting for dif-
ferent surface defects. However, expanding the dataset for
nanoparticles is limited by their size, since DFT calcula-
tions for larger particles are computationally too demand-
ing. Therefore, a larger number of different smaller particles
can be tested instead. Using more sophisticated descriptors
such as atom-centered symmetry functions, smooth overlap
of atomic positions and many body tensor representation
could also improve the results, but would require different
sampling of adsorption structures. The use of transfer learn-
ing from pre-trained models based on chemical structures
could also lead to significant improvements.

3.2 Feature Ranking

Feature ranking was performed for both surfaces and nanopar-
ticles, with the results presented in Figure 4. The ReliefF
and correlation importance criteria provide different rank-
ings of features. For surfaces, the coordination number is
identified as the most relevant descriptor, followed by the
generalized coordination number. In contrast, for nanopar-
ticles, the d-band center is the most important descriptor.
Features describing the size of different nanoparticles show
lower relevance for predictions. The most relevant features
in both data sets describe the local environment of the
adsorption site, indicating the local nature of adsorption.

The importance of the d-band center is already well-
documented in the literature [14], as it correlates with
the reactivity of metals. As seen from the graphs, the d-
band center is not so strongly correlated with the hydrogen
binding energy on surfaces. This can be attributed to the
fact that on a perfectly flat surface, all surface atoms have
the same d-band center. In contrast, on nanoparticles, the
d-band center varies for each adsorption site because the
atoms are not equivalent. Therefore, the d-band center is
expected to be more relevant for nanoparticles. For the
ranking based on correlation, the calculated factors for the

Figure 3: Schematic representation the obtained
random-tree models for ideal surfaces and nanopar-

ticles. Nodes are denoted with orange and the resulting

classes are represented with turquoise circles and in-
clude the number of data points in the class.
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Figure 4: Variable importance scores calculated by the

ReliefF and correlation criteria. Importance scores for

correlation criteria are given as absolute values.

d-band center are negative. This indicates that a lower
d-band center corresponds to a higher adsorption energy
and consequently a less reactive site, which is physically
intuitive.

It is also interesting to note that the surface type de-
scriptor is not very relevant according to correlation, yet
it becomes the second most important feature when other
descriptor are considered. This can be attributed to the
fact that this descriptor has the same value for all adsorp-
tion sites on the same surface. However, when combined
with other descriptors, it can give additional information,
as similar adsorption sites on different surfaces can yield
considerably different adsorption energies.

4 Conclusion

We applied different ML techniques to predict the adsorp-
tion energy of hydrogen on platinum surfaces and nanopar-
ticles using simple geometric and electronic descriptors.
Models for predicting adsorption energy on surfaces per-
formed better, with the linear regression and random forest
methods showing the highest correlation coefficient and
accuracy. In contrast, predictions for nanoparticles yielded
lower correlation coefficients and accuracy similar to the
one calculated by a default predictor. Therefore, the mod-
els presented in this contribution do not provide accurate
estimation of hydrogen adsorption energies. Utilizing more
sophisticated descriptors and larger training data sets could
enhance the performance of these models.

Differences between datasets are also evident in feature
ranking. For surfaces, coordination numbers are the most
relevant descriptors, while for nanoparticles, the d-band
center shows the highest relevance. All these relevant de-
scriptors are related to the local environment of the adsorp-
tion site, indicating that adsorption is a local phenomenon.
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Abstract
Non-communicable diseases (NCDs) have become a significant

public health challenge in developed countries, driven by com-

mon risk factors such as obesity, low physical activity, and un-

healthy lifestyle choices. Early childhood and adolescence are

crucial for establishing healthy behaviours, and early interven-

tion can play a crucial role in preventing or delaying the onset

of NCDs later in life. However, current tools for identifying high-

risk individuals are primarily designed for adults, which results

in missed early detection opportunities in younger populations.

The SmartCHANGE project (https://smart-change.eu/) seeks to

bridge this gap by developing reliable AI tools that assess risk

factors in children and adolescents as accurately as possible while

promoting optimized risk reduction strategies.

In developing the risk assessment tool, we addressed the chal-

lenge of merging diverse datasets, predicting missing data to cre-

ate longitudinal datasets, implementing existing validated models

for diabetes (QxMD) and cardiovascular disease (SCORE2), and

ultimately creating a simple online application to demonstrate

the functionality of the developed risk tool.

Keywords
risk tool, dataset merge, neural networks, online application

1 Introduction
In developed countries, non-communicable chronic diseases (NCDs)

have emerged as the foremost public health challenge over recent

decades. According to the World Health Organization (WHO),

NCDs account for more than 70% of mortality in the European

region [18]. Common risk factors for NCD include obesity, poor

physical fitness, and unhealthy lifestyle habits such as inadequate

physical activity, sedentary behaviour, poor nutrition, insufficient

sleep, smoking, and excessive alcohol consumption. Embracing a
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healthy lifestyle can improve physical, social, and mental well-

being, especially among youth, while mitigating the risks of

NCD-related morbidity and mortality [15], [14], [5].

Traditionally, clinical prevention strategies for NCDs have

been directed at adults, as the risk factors typically become ev-

ident in adulthood. However, recent evidence suggests that fo-

cusing interventions on children and adolescents can be a more

effective strategy for reducing NCD risk through behaviour mod-

ification [13]. While NCDs may not appear in childhood or ado-

lescence, early signs can alreadexistnt. Tackling risk factors and

promoting healthy habits during these stages can prevent or de-

lay NCDs later in life [12]. Childhood and youth are also crucial

periods for establishing healthy lifestyle habits. Since risk fac-

tors for NCDs often persist from childhood into adulthood [9],

early risk assessment and reduction of risk factors can potentially

lower the incidence of NCD. Lastly, NCDs in youth are a signifi-

cant global health challenge, with nearly one in five adolescents

worldwide being overweight or obese [1].

Identifying high-risk individuals for future health problems

is essential for targeted preventive interventions. Existing tools

focus mainly on adults [6], for instance predicting 10-year risk of

developing cardiovascular disseased [17] or diabetes [8], missing

the opportunity to identify high-risk individuals during child-

hood and adolescence, a critical period for forming lifestyle habits.

However, recognition of health risks is not a trivial task. For

instance, only 35% of doctors in the UK are aware of the rec-

ommendations for physical activity, and only 13% can specify

the recommended weekly duration. Moreover, more than 80% of

parents of inactive children incorrectly believe that their children

are sufficiently active [4]. Developing risk prediction tools for

children and youth would significantly improve NCD prevention

and promote cost-effective strategies.

This paper presents the development of an initial demo ap-

plication of a risk assessment tool designed for children and

adolescents in the SmartCHANGE project [3] - merging datasets,

predicting missing data to build longitudinal datasets, and im-

plementing existing validated models for diabetes (QxMD) and

cardiovascular disease (SCORE2) and finally, the application de-

velopment.
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Table 1: Overview of Selected Datasets

Dataset Name SLOfit LGS YFS AFINA-TE

Country of Origin SI BE FI PT

Age Range 5 - 20 5 - 25 0 - 60 5 - 25

Longitudinal Study Yes Yes Yes No

# of Participants 280,165 17,991 3,596 1,632

# of Measurements 3,121,399 31,127 32,364 1,632

# of Variables 13 80 24 59

% of Missing Values 2.55% 16.25% 39.49% 33.53%

2 Methodology
2.1 Datasets
To estimate the risk of non-communicable diseases in children,

ideally, one would need a dataset that tracks risk factors from a

young age (when the prediction is made) to an older age (when

these diseases typically emerge). Such comprehensive longitu-

dinal datasets would allow for accurate predictions of an indi-

vidual’s likelihood of developing a disease later in life based on

their early risk factors. However, such datasets are currently un-

available, so we must rely on a collection of partial and often

heterogeneous datasets.

In our study, we have chosen 16 types of variables that are

used by risk models SCORE2 [17] and QxMD [8]. The datasets

we were using are described in Table 1. The SLOfit program is a

school fitness monitoring initiative in Slovenia [11]. The Leuven

Growth Study (LGS)[2, 16] is a longitudinal study initiated in

1969 that evaluates physical fitness. The Cardiovascular Risk in

Young Finns Study (YFS)[10], started in the late 1970s, focuses on

early cardiovascular disease risk factors. The AFINA-TE dataset

[7] is part of an intervention program in Portugal designed to

enhance physical fitness, activity, and nutritional knowledge

among children and adolescents.

2.2 Data Imputation Through Datasets
The first step involved imputing missing values within each

dataset (see Figure 1 for representation). To guide this process,

we calculated the coverage for each variable. Initially, we used

only fully observed variables—such as height, weight, and sex—as

features in models to impute missing values for other variables.

The variables were imputed based on their coverage using ma-

chine learning on existing features. After this initial imputation

sweep, we had a complete, though potentially imperfect, dataset.

In the second sweep, we treated all columns as complete, incor-

porating the newly imputed values from the first sweep. This

allowed us to train models with a more comprehensive dataset,

improving the accuracy of the imputation.

2.3 Longitudinal Data Imputation
In the second step, we employed a similar approach but focused

on merging the datasets to fill the new merged dataset longitudi-

nally (see Figure 2 for representation). To maximize their overlap,

we treated certain variables as equivalent—such as vertical jump

from the LGS dataset and standing long jump from the SLOfit

dataset.

Since the raw values of these variables differ, we standardized

them by converting them to z-scores, which were calculated as

follows:

𝑧_𝑠𝑐𝑜𝑟𝑒 =
𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 −𝑚𝑒𝑎𝑛

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑_𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
.

(a) Example of the datasets pre-imputation.

(b) Example of the datasets post-imputation.

Figure 1: The YFS dataset (blue) covers a broad range of vari-
ables across a wide age span but includes a relatively small
number of participants. In contrast, the SLOfit dataset
(green) has many participants but includes fewer variables
over a shorter age span. In the first step, we imputed the
missing variables across the datasets (grey).

Figure 2: Longitudinal filling of the datasets.

For instance, a vertical jump one standard deviation above the

mean in the LGS dataset was considered equivalent to a stand-

ing long jump one standard deviation above the mean in the

SLOfit dataset. After matching and standardizing the columns

across datasets, we merged the individual datasets into a single,

comprehensive dataset and repeated the imputation process.

With a merged dataset free of missing values, we built models

to predict attribute values at age 55—the oldest age supported

by our data—using values from age 14. Due to the lack of data

covering the entire age range from 14 to 55, we approached this

in two stages: predicting from age 14 to 18 and then from 18 to
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Figure 3: Population-based approach using z-scores.

55. The models used were simple neural networks with a single

hidden layer.

This individual forecasting approach required available data

for the same person from the start to the end age. However,

since we had more data available for different people of various

ages, we also explored a population-based approach to forecast

the typical evolution of each variable. While this method is less

personalized, it is also less prone to anomalies caused by atypical

individuals. In the population-based approach, we again used z-

scores, assuming that each person’s z-score remains constant. For

example, if someone’s blood pressure is one standard deviation

below the mean at age 14, it is assumed to stay one standard

deviation below the mean at age 55 (see Figure 3).

2.4 Risk Models
The SCORE2 and QxMD models were used in the application

to assess cardiovascular disease and type 2 diabetes risk. These

models were chosen for their validity, robustness and effective-

ness in predicting these chronic conditions. By incorporating

both, healthcare practitioners can comprehensively evaluate car-

diometabolic risk factors, aiding in well-informed patient man-

agement and intervention decisions.

The SCORE2 model, developed by the European Society of

Cardiology, estimates the risk of cardiovascular events over ten

years. It calculates the risk score by incorporating variables such

as age, sex, smoking status, blood pressure, and lipid profile. Ad-

ditionally, SCORE2 considers regional variations in risk factors,

providing more accurate predictions tailored to specific popula-

tions [17].

The QxMD Diabetes Risk Calculator, a comprehensive clinical

decision support tool, is employed to evaluate the risk of devel-

oping type 2 diabetes mellitus. This model integrates risk factors,

including age, BMI, family history, physical activity level, and

dietary habits, to estimate an individual’s diabetes risk [8].

3 Evaluation
Table 2 presents the cross-validated evaluation results of our

forecasting models. As anticipated, the errors in the first stage

of individual forecasting are shallow due to the relatively short

period. The emistakesin the second stage are higher but still con-

sidered acceptable, with the notable exceptions of weight and

smoking.We hypothesize that the high variability during puberty,

which many adolescents experience around age 14, complicates

accurate weight forecasting. In population forecasting, the errors

are generally more significant, which aligns with the less per-

sonalized nature of this method. However, weight is forecasted

Ind. 18 Ind. 55 Pop.
Height [cm] 3.11 3.47 1.62

Weight [kg] 4.79 13.60 10.58

SBP [mmHg] 1.46 2.39 10.91

Total cholesterol [mmol/L] 0.05 0.10 0.64

HDL [mmol/L] 0.02 0.08 0.21

LDL [mmol/L] 0.05 0.17 0.51

Smoking [1-9] 1.01 1.72 2.26

Table 2: Mean absolute error for individual forecasting to
ages 18 and 55, and for population forecasting.

with greater accuracy in this approach. In the future, we may

explore combining both methods or select the more accurate one

depending on the variable.

4 Demo Application
To show the general idea of the project, we constructed a demo

application implemented with Python in the Dash framework.

In the app, a user can specify the inputs (some inputs, such as

steroid use, were fixed to make the app more concise) to the

models, which in turn yielded two plots which showed how

the cardiovascular and diabetes risk evolved from the currently

selected age up to an age of an older adult, at age 55. In a different

plot, we also showed how a risk factor chosen changes over time.

4.1 Risk Prediction using Demo Application
The developed demo application interface offers a dynamic tool

for visualizing health risks based on various user-input parame-

ters used in risk models (Figure 4). By allowing users to adjust

these parameters, the dashboard generates real-time projections

of two key risk metrics: a 10-year cardiovascular risk score and

a 10-year risk of developing diabetes. These risks are shown in

two line graphs, illustrating how these conditions’ probability

evolves with age. Additionally, the dashboard includes a feature

that tracks the progression of a selected health parameter (BMI,

systolic blood pressure, total cholesterol, HDL) over time, provid-

ing insight into how this factor might change as the individual

ages. The developed tool intuitively explains how lifestyle and

physiological factors contribute to long-term health risks, offer-

ing valuable insights for clinical decision-making and personal

health management.

4.2 Further Development of the Application
The current version of the demo application is developed based on

the data and models currently available. However, there remains

an open question regarding the specific needs and preferences of

the medical experts who will ultimately use the final application.

To address this, we plan to present the current version to these

experts and, based on their feedback, refine and enhance the

application in subsequent iterations.

5 Conclusion
The SmartCHANGE project represents a significant step toward

improving the early detection and prevention of non-communicable

diseases (NCDs) in children and youth. While the tool presented

in this paper is a demo version demonstrating some basic func-

tionalities, our future work will focus on developing a more

comprehensive web application for medical professionals and a

mobile application for families. We also plan to enhance the tool
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Figure 4: The figure is a dashboard interface that allows users to input various health-related parameters and observe the
evolution of associated risks over time.

by replacing the current SCORE2 and QxMD risk models with

more advanced models—Test2Prevent for diabetes and Healthy

Heart Score for cardiovascular disease—incorporating features

related to diet and physical activity. Additionally, the application

will be updated to meet medical experts’ needs based on their

feedback.
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Abstract
Empathy is a multifaceted concept with both cognitive and

emotional components that plays a crucial role in social

interactions, prosocial behavior, and mental health. In our

study, empathy and general arousal were induced via VR,

with physiological signals measured and ground truth collected

through questionnaires. Data from over 100 participants were

collected and analyzed using multiple machine learning models

and classification algorithms to predict empathy based on

physiological responses. We explored different data balancing

techniques and labeled data in multiple ways to enhance

model performance. Our results show that they are effective in

detecting general arousal, empathy, and differentiating between

non-empathic and empathic arousal, but the models encountered

difficulties with precise emotion detection. The dataset extracted

at 5-second intervals and models using Random Forest and

Extreme Gradient Boosting showed the best performance. Future

work will focus on refining emotion detection through advanced

modeling techniques and investigating gender differences in

empathy.

Keywords
VR, mental states, machine learning, sensor data

1 Introduction
Empathy is a multifaceted concept explored across various fields,

including psychology, neuroscience, and sociology. Though no

universal definition exists, empathy is generally understood to

include both cognitive (understanding another’s perspective)

and emotional (experiencing another’s feelings) components [8].

Our research defines empathy as the ability to model others’

emotional states and respond sensitively while recognizing the

self-other distinction [14].

There is no "golden standard" for measuring empathy

[10], with methods varying from self-report questionnaires

to psychophysiological measures like heart rate and skin

conductance. Each method has its pros and cons, often leading

to a combination of approaches for a comprehensive assessment.

Psychophysiological measures offer objective data but face

challenges due to individual variability and non-empathetic

factors. Our study addresses these issues by using machine

learning to directly measure empathy from physiological signals,

offering a novel approach.
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VR creates an immersive environment that enhances empathy

by allowing users to experience different perspectives and engage

emotionally. VR is effective for empathy training and is referred

to as ’the ultimate empathy machine’ [1, 11] for various reasons:

1) Immersive Experience: Provides a strong sense of presence,

helping users adopt new viewpoints [15]. 2) Perspective-Taking

and Emotional Engagement: Simulates realistic scenarios to

provoke emotional responses and understanding [19]. 3) Empathy

Training: Effective in healthcare, education, and diversity training

by challenging preconceptions and deepening emotional insights

[16]. 4) Ethical Considerations: Ensures respectful use of VR,

balancing immersive experiences with participants’ well-being

[2].

The objective of this study was to examine how participants’

empathy correlates with changes in their physiological metrics,

measured using sensors such as inertial measurement unit (IMU),

photoplethysmograph (PPG), and electromyography (EMG).

Participants were immersed in 360° VR videos featuring actors

displaying various emotions (sadness, happiness, anger, and

anxiety) and reported their empathetic experiences via brief

questionnaires. Using data from these sensors and questionnaires,

machine learning models were developed to predict empathy

scores based on physiological responses during the VR sessions

[9].

2 Materials and Data Collection Process
2.1 Materials and Setup for Empathy

Elicitation in VR
To elicit empathy, we immersed participants in a 360º and 3D

virtual environment, as VR has proven more effective than

methods like 2D videos, workshops, or text-based exercises [8,

13, 17, 20]. We used videos featuring actors expressing four

emotions—happiness, sadness, anger, and anxiousness—without

additional content to avoid confounding factors [2]. Recognizing

the impact of understanding emotional context, an audio

narrative version was also created, followed by a corresponding

video (50-120 seconds). To ensure gender balance, we recorded

videos with two male and two female actors. Five versions were

developed: four with narratives (two male, two female) and one

non-narrative, where all emotions are portrayed by all actors

without accompanying narratives. The non-narrative version

allows gradual transitions between emotions, making it suitable

for participants of all linguistic backgrounds.

Additionally, a 2-minute forest video ("The Amsterdam Forest

in Springtime") was included at the start to establish a relaxed

baseline and a roller coaster video ("Official 360 POV - Yukon

Striker - Canada’s Wonderland") at the end to control for

non-empathic arousal. Both videos were sourced from YouTube.

Participants completed trait empathy questionnaires (QCAE)

[14] and, after each emotion-specific video, provided feedback
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Figure 1: The best accuracies for each group of models, developed using datasets extracted at two different frequencies and
various data balancing techniques, presented for all the labeling schemes

on their empathic state (State Empathy Scale) [18], arousal and

valence levels (SAM) [3], and personal distress (IRI) [5]. Each VR

session lasted around 20 minutes to minimize VR sickness, with

participants viewing one of five versions.

Sensor data were collected using the emteqPRO system

attached to the Pico Neo 3 Pro Eye VR headset, including EMG

for facial muscle activation, PPG for heart rate, and IMU for head

motion tracking. The device uses an internal clock as well [12].

2.2 Dataset Description
In this research, we used convenience sampling to recruit

participants from the general public without a specific selection

pattern. Participants were invited from various sources, including

Jožef Stefan Institute employees, university students, and

the general public. Invitations were sent verbally or in

writing. Data collection concluded with 105 participants,

averaging 22.43 ± 5.31 years (range 19–45), with 75.24%

identifying as female. Participants had diverse educational and

professional backgrounds. Additionally, ethical clearance for

this study was obtained from the Research Ethics Committee

at the Faculty of Arts, University of Maribor, Slovenia

(No. 038-11-146/2023/13FFUM). Furthermore, written informed

consent was obtained from the actors prior to recording.

The EmteqPRO system not only provides raw sensor data

but also generates derived variables through the Emteq Emotion

AI Engine, which utilizes data-fusion and machine learning to

analyze multimodal sensor data and assess the user’s emotional

state. This system provides a file with 29 derived features, called

affective insights for each recording: 7 features for heart-rate

variability (HRV) and 3 for breathing rate; 2 features for facial

expressions; 4 features for arousal and 4 for valence; 1 feature for

facial activation; and 1 feature for facial valence. Additionally,

head activity is tracked, reflecting the percentage of the session

with head movement. Dry EMG electrodes on facial muscles such

as the zygomatic, corrugator, frontalis, and orbicularis provide

four more features, each representing muscle activation as a

percentage of maximum activation observed during calibration.

The data also includes the time elapsed since the start of the

recording and the row index.

3 Methodology
3.1 Preprocessing
Since all the features or insights are numeric, except for the

feature "Expression/Type," which has three values—smile, frown,

and neutral—we applied one-hot encoding, a technique used in

data preprocessing where categorical (non-numeric) variables

are transformed into a numerical format. Each unique value in

the original non-numeric feature is transformed into a separate

binary (0 or 1) feature.

Next, because missing values represent less than 1% of the total

data for each participant, they were filled in using the average

of each feature’s values. Scaling the values in the descriptive

features between 0 and 1 was the final step in the preprocessing

process.

3.2 Feature Engineering
Since features were provided at intervals ranging from 1 second

to 500 milliseconds, we divided the data into two windows: one

of 5 seconds and one of 500 milliseconds. For each window,

we computed features from the 22 insights across the seven

modules, as well as from the features for head activity and

facial muscle electrodes, deriving a total of 108 new features,

including minimum, maximum, average, and standard deviation

for each original feature or insight. Additionally, the features for

head activity and facial muscle electrodes were used to define

’Expression/Type,’ and the time and row index were used as

provided. However, the row index was disregarded further in the

study.

We labeled the dataset in six different ways: 1) as a binary

classification aiming to detect empathic arousal, comparing

empathic parts with the forest part of the video, while excluding

the non-empathic content of the roller coaster video; 2) as a

binary classification using the forest and roller coaster, aiming to

detect non-empathic arousal; 3) again, as a binary classification,

but including only empathic parts and the roller coaster, aiming

to distinguish between empathic and non-empathic arousal, and

examining the differences in physiological responses between

empathic content and non-empathic arousal-inducing content,

such as the roller coaster video; 4) aiming to detect arousal in
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general, regardless of whether it is empathic or non-empathic,

by splitting the entire dataset into two classes: the forest and

everything else, including empathic parts and the roller coaster;

5) into three classes: treating the chunks of the roller coaster and

forest as separate classes and grouping all the empathic parts into

one class, without differentiating between the different emotions.

The goal is to distinguish among no-arousal, empathic arousal,

and non-empathic arousal; 6) with the average of participants’

answers to the state empathy questions for each part of the video,

with each part of the empathic content considered a separate

chunk. Additionally, there are two other classes: the forest and

the roller coaster. The aim is to detect the level of empathy

participants experience during the session. We also included each

participant’s ID, intending to later use it for model evaluation

with the ’leave-one-subject-out’ technique.

4 Experiments and Results
4.1 Experimental setup
To build models for predicting a participant’s state empathy

during the VR session, we used six different classification

algorithms: Gaussian Naive Bayes, Stochastic Gradient Descent

Classifier, K-Nearest Neighbors Classifier, Decision Tree

Classifier, Random Forest Classifier, and Extreme Gradient

Boosting Classifier. The balanced accuracy score was used as

an evaluation metric to assess the classification models for

predicting participants’ state empathy. This metric evaluates the

overall balanced accuracy of the model by calculating the average

of recall obtained on each class. Additionally, we used a confusion

matrices to evaluate the performance of the classification models

by comparing the actual and predicted labels.

For model evaluation, we used a Leave-One-Subject-Out

cross-validation setup, where each subject is a unique participant

identified by their ID.

Because the labeling schemes 2, 3, 5, and 6 are not balanced

(with the 80% of the majority class), we conducted four

experiments for each developed model: 1) applying the Synthetic

Minority Over-sampling Technique (SMOTE) to create synthetic

samples for the minority class to balance the dataset; 2) using

the RandomUnderSampler (RUnderS) method to randomly select

samples from the majority class, thereby reducing their count

and balancing the dataset; 3) using SMOTETomek, a combination

of SMOTE for oversampling and Tomek links for undersampling,

which targets both theminority andmajority classes; and 4) using

the dataset as it is, without any undersampling or oversampling.

4.2 Results
Including models developed by six different classification

algorithms on two distinct datasets—with two different window

sizes—and utilizing four different data balancing techniques:

undersampling, oversampling, combination techniques, and the

dataset in its original form, along with six different labeling

schemes, we obtained 288 unique confusion matrices and

corresponding accuracies for each combination.

We ran a correlation matrix, which revealed that the highest

correlation with the state empathy feature was found with

the derived maximum and minimum values from the mean

heart rate, the derived maximum and minimum values from

the arousal class feature, and the average of the arousal class

— the insight, which can be -1 (low), 0 (medium), or 1 (high).

The derived standard deviation, maximum, and minimum values

from the activation—expressed as a percentage of the maximum

activation of particular muscles from the calibration session,

especially the zygomaticus and orbicularis muscles—were also

highly correlated.

Regarding the labeling schemes, we can conclude the

following: 1) We can detect empathic arousal with confusion

matrices that show a relatively good distribution of correct

predictions across both classes and high accuracies for most

of the developed models; 2) We can detect non-empathic

arousal, with almost every developed model achieving a balanced

accuracy higher than 60%, reaching up to 78%, and a reasonable

balance between classes, indicating satisfactory classification

performance; 3) We can even distinguish between empathic and

non-empathic arousal with balanced accuracy of 79%; 4) We can

detect arousal in general, again with high accuracies and balanced

classes; 5) We can distinguish to some extent among no-arousal,

empathic arousal, and non-empathic arousal; 6) However, it is

currently very challenging to detect the precise level of empathy

participants are feeling during the session using these methods,

and to determine whether they are empathizing by mirroring

emotions or experiencing something different while observing

specific emotions. The best we can detect in this regard is up

to 28% balanced accuracy, with confusion matrices showing a

relatively balanced performance across multiple classes, with a

good number of correct classifications, particularly in the more

frequent classes.

Regarding the two window sizes, both models showed similar

class balance and balanced accuracy scores. However, the dataset

extracted at 5-second intervals performed slightly better. Using

this dataset, false positives and false negatives were reducedmore

effectively. This led to more reliable classification performance,

especially in terms of precision and recall, despite the smaller

scale. Thus, the models developed using the 5-second interval

dataset generally performed better, showing more effective

classification and fewer errors. The simpler confusion matrix

and potentially better handling of fewer classes suggest that it

performs better in practical terms (Figure 2, Figure 1).

Regarding the data balancing techniques, the undersampling

technique never produced the best results. For the dataset

extracted at 500 ms intervals, using the SMOTE oversampling

technique and SMOTETomek yielded the best results. For the

dataset extracted at 5-second intervals, using the entire dataset

yielded the best results, although models developed using

SMOTETomek yielded slightly lower results in each combination

of different labeling schemes.

Regarding the classification algorithms, Gaussian Naive Bayes

performed the worst in terms of balanced confusion matrices,

while Random Forest Classifier and Extreme Gradient Boosting

performed the best across all combinations, with Random Forest

Classifier showing slightly better results for most combinations

(Figure 2, Figure 1).

4.3 Conclusion
In this study, we define the entire plan for developing materials,

methods, and environments to evoke and measure the level of

empathy. We started by defining the videos and the session,

creating or selecting questionnaires for later use as ground truth,

writing the narratives, recording the VR videos, and then editing

and preparing them for use. Additionally, we collected a dataset

from over 100 participants, which we filtered, preprocessed, and

prepared for feature engineering and analysis.
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Figure 2: The best confusion matrices for each group of models, developed using dataset extracted at a 5s window size and
various data balancing techniques, shown for all labeling schemes

We conducted and analysed four groups of experiments,

totaling 288 combinations, where we developed models using

two different window sizes, six classification algorithms, and

three resampling techniques, with six different labeling schemes

aimed at detecting various aspects of the dataset chunks: four

empathetic parts, forest, and roller coaster.

The main conclusion is that we can detect arousal in general,

non-empathic arousal, empathy, and differentiate between

non-empathic and empathic arousal, as well as between relaxed

states and arousal. However, we face difficulties in detecting and

distinguishing between the precise levels of empathy during VR

sessions using these methods and approaches.

Our next steps involve refining the detection of empathy

levels during VR sessions by applying detailed data filtering

and transforming it into a stationary format. Furthermore, we

will develop models such as Autoregressive, Moving Average,

and Extended Recurrent Moving Average, and use clustering

techniques like DBSCAN and HDBSCAN. Additionally, we will

extract more features from the raw data or use end-to-end neural

networks. We plan to analyze gender differences in empathy

with a t-test [7], and explore the impact of narrative context and

emotions on empathic responses using ANOVA and MANOVA

[4, 6].
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Abstract
Microsatellite instability (MSI) is a crucial biomarker in colorec-
tal cancer, guiding personalised treatment strategies. The focus
of our paper is on evaluating how different state-of-the-art pre-
trained artificial intelligence models perform in extracting fea-
tures on molecular and cellular oncology (MCO) study dataset
to predict biomarkers. In this study, we present an advanced
approach for MSI prediction using multiple instance learning on
whole slide images. Our process begins with comprehensive pre-
processing of WSIs, followed by tessellation, which breaks down
large images into manageable tiles. State-of-the-art feature ex-
traction techniques are utilised on these selected tiles, employing
pretrained models to capture rich, discriminative features. Vari-
ous aggregation methods are applied to combine these features,
leading to the prediction of MSI status across the entire slide.
We assess the performance of different pretrained models within
this framework, demonstrating their effectiveness in accurately
predicting MSI, with results showing an AUROC of 0.91 on the
MCO dataset. Our findings underscore the potential of multiple
instance learning-based approaches in enhancing biomarker pre-
diction in colorectal cancer, contributing to more targeted and
effective treatment strategies.

Keywords
multiple instance learning, whole slide images, colorectal cancer,
biomarker prediction

1 Introduction
MSI is a crucial biomarker in colorectal cancer (CRC) that indi-
cates defects in the DNA mismatch repair system, leading to a
high mutation rate within tumor cells. MSI status has significant
clinical implications, influencing treatment decisions, particularly
the use of immunotherapy, and providing prognostic information.
Traditionally, MSI is determined through laboratory tests such as
PCR-based assays or immunohistochemistry (IHC) on tumor tis-
sue samples, which require invasive biopsy procedures. However,
these methods can be time-consuming, costly, and dependent on
the availability of sufficient tissue samples.
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work must be honored. For all other uses, contact the owner/author(s).
Information Society 2024, 7–11 October 2024, Ljubljana, Slovenia
© 2024 Copyright held by the owner/author(s).
https://doi.org/10.70314/is.2024.scai.9705

Deep learning methods have emerged as a promising non-
invasive alternative for MSI prediction by analysing whole slide
images (WSIs) of histopathological samples. These models can
detect patterns linked to MSI, eliminating the need for genetic
testing. WSIs provide a comprehensive view of tumor histology,
offering a faster, less invasive, and more accessible means of
diagnosis.

Integrating deep learning into clinical practice can improve
early MSI detection, personalise treatment, and reduce invasive
procedures. WSI-based methods streamline diagnostics and en-
hance cancer care with accessible predictive analytics.

Tomanage these challenges,WSIs are often divided into smaller
regions or patches. A common method to address these issues
is Multiple Instance Learning (MIL) [3, 8]. Due to the vast size
of WSIs, computational resources can be easily overwhelmed,
making MIL an essential approach. MIL is a machine learning
technique that operates on sets or "bags" of instances, where the
label is assigned to the entire bag rather than individual instances.
This is particularly advantageous in WSI analysis, where labels
such as MSI status apply to the entire slide, which is composed
of numerous smaller regions or patches.

In this context, [4] demonstrates state-of-the-art (SOTA) re-
sults in predicting MSI in colorectal cancer. Their workflow uti-
lizes the Swin-T model on small datasets to predict MSI. First, a
pretrained tissue classification model is employed to filter out
non-tissue patches, followed by fine-tuning a pretrained model
to classify the remaining patches. Both intra-cohort and exter-
nal validation are performed. When trained on the MCO dataset
(N=1065), the model achieved a mean AUROC of 0.92 ± 0.05 for
MSI prediction. Similarly, [11] employs a transformer-based ap-
proach for large-scale multi-cohort evaluation, involving over
13,000 patients for biomarker prediction, achieving a negative
predictive value of over 0.99 for MSI prediction. When trained
and tested only on a single cohort (MCO), the model achieved
an AUROC of 0.85. While [4] achieved promising results on the
MCO dataset using an additional tissue classifier, we obtained
comparable performance without the need for tissue classifica-
tion. On the other hand, [11] used a multicentric cohort, which
demands additional computational resources. In comparison to
their results on the MCO dataset, we achieved a 6% improvement
using a smaller dataset.

In this study, we leverage MIL to process WSIs for the pre-
diction of MSI in CRC. By testing SOTA models on the MCO
dataset, we aim to assess their performance in MSI prediction
using MIL. This approach not only highlights the potential of MIL
in processing complex, unannotated WSIs but also contributes
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to the broader goal of improving biomarker prediction in CRC,
ultimately supporting more personalized and effective treatment
strategies.

The paper is organised as follows: Section 2 outlines the meth-
ods used in the pipeline, Section 3 provides a description of the
data, Section 4 presents the results, and Section 5 discusses the
findings and potential directions for future work.

2 Methods
This section outlines the pipeline for MSI prediction, as illus-
trated in Figure 1. The process begins with the preprocessing
of WSIs, including tessellation into smaller patches. Next, SOTA
pretrained models are employed to extract features from these
patches. These models, trained on large and diverse datasets,
capture rich and discriminative features crucial for accurate MSI
prediction. Finally, aggregation techniques are applied to com-
bine the information from the patches, enabling precise MSI
status prediction for the entire slide. Each subsection provides a
concise explanation of these individual processes.

2.1 Preprocessing
WSIs are first tessellated into smaller, more manageable patches
to facilitate further processing. This step involves dividing the
large images into smaller regions using the tiatoolbox presented
in [9]. Non-informative tissue patches are removed to ensure the
analysis focuses solely on relevant tissue areas.

Specifically, patches that are out of bounds—where only a
portion contains actual image data and the remainder consists of
padding—are discarded. Patches that consist entirely of tissue are
retained for subsequent analysis. This preprocessing step ensures
that only informative and relevant patches are used for feature
extraction and MSI prediction.

2.2 Feature Extraction Methods
Since onlyWSI-level annotations are available, several pretrained
feature extraction models - UNI [1], ProvGigaPath [13], Phikon
[2] and CTransPath [12] - are applied to patches, removing
the need for detailed patch-level labeling. These SOTA models,
trained on large datasets, can capture complex and discrimina-
tive features essential for accurate biomarker prediction. The
extracted feature embeddings are then used as input for the ag-
gregation and classification stages, laying the foundation for
precise MSI status prediction. For technical details about these
models, see Table 1.

2.3 Aggregation Methods
After feature extraction, we apply aggregation techniques to
combine patch-level features into a slide-level representation.
Traditional pooling methods like max-pooling and mean-pooling
provide straightforward approaches.

However, thesemethods are limited by their lack of trainability.
In recent years, attention-based pooling or ABMIL became a
popular technique that adresses this issue [6]. ABMIL assigns a
weight 𝛼𝑖 to each patch’s feature vector, reflecting its importance:

𝐹 =
∑︁
𝑖∈𝑃

𝛼𝑖 𝑓𝑖

The attention scores 𝛼𝑖 are computed as:

𝛼𝑖 =
exp(𝑤⊤ tanh(𝑉 𝑓𝑖 ))∑

𝑘∈𝑃 exp(𝑤⊤ tanh(𝑉 𝑓𝑘 ))

where𝑤 and 𝑉 are trainable parameters.
This approach allows the model to dynamically focus on the

most relevant patches, leading to more accurate MSI predictions.
Another technique similiar to attention is DSMIL [7] or a dual

stream aggregator, consisting of two branches, employing both an
instance classifier and a bag classifier. Let ℎ𝑖 ∈ R𝐿×1 be a feature
embedding, and 𝐵 = {ℎ0, ..., ℎ𝑛} a bag of embeddings. The first
stream uses an instance classifier, followed by a max-pooling
operation to obtain a score 𝑐𝑚 (𝐵) and the critical embedding ℎ𝑚 .
The second stream aggregates the embeddings into a single bag
embedding which is then passed through a bag classifier:

𝑐𝑏 (𝐵) =𝑊𝑏

𝑛−1∑︁
𝑖

𝑈 (ℎ𝑖 , ℎ𝑚)𝑣𝑖

Where𝑊𝑏 is a weight vector for classification, 𝑣𝑖 an information
vector and 𝑈 is a distance measurement between an arbitrary
embedding and the critical embedding:

𝑈 (ℎ𝑖 , ℎ𝑚) = exp(⟨𝑞𝑖 , 𝑞𝑚⟩)∑𝑛=1
𝑘=0 exp(⟨𝑞𝑘 , 𝑞𝑚⟩)

where is a query vector. Both 𝑞𝑖 and 𝑣𝑖 are calculated by:

𝑞𝑖 =𝑊𝑞ℎ𝑖 , 𝑣𝑖 =𝑊𝑣ℎ𝑖 , 𝑖 = 0, ..., 𝑛 − 1

where𝑊𝑞 and𝑊𝑣 are weight matrices. The final prediction is
given by:

𝑐 (𝐵) = 1
2
(𝑐𝑚 (𝐵) + 𝑐𝑏 (𝐵))

The last approach for feature aggregation reviewed in this
paper is TransMIL, as proposed in [10], a Transformer based
aggregation method, which unlike the afore-mentioned methods,
takes into account spatial information as well. By treating a
bag of embeddings as a sequence of tokens, TransMIL uses a
novel TPT module made up of two Transformer layers and a
position encoding layer, where Transformer layers are designed
for aggregating morphological information and Pyramid Position
Encoding Generator (PPEG) which encodes spatial information,
followed by a multi-layer perceptron (MLP) which classifies the
bag.

2.4 MSI Classification
The aggregation step produces a single feature vector F, which
encapsulates the most informative characteristics of the entire
slide. This aggregated feature vector F is then passed through
one or more fully connected (dense) layers. These layers apply
learned weights and biases to the features to transform them
into a form that is more suitable for classification. The output of
the fully connected layer is often passed through an activation
function, such as a sigmoid or softmax, depending on whether
the classification task is binary (microsatellite instability MSI vs.
microsatellite stability MSS) or multi-class. For MSI prediction,
a sigmoid function is typically used, outputting a probability
value between 0 and 1. The final output of the model is a single
probability value indicating the likelihood of the slide being MSI.
A threshold (e.g., 0.5) is applied to this probability to make a
binary decision.

3 Data
For this paper the MCO study [5] was used for training and test-
ing. The MCO study collection contains 1,500 digitized whole
slide images (WSIs) of colorectal cancer tissues. Conducted by
the Molecular and Cellular Oncology (MCO) Study group from
1994 to 2010, this study systematically gathered tissue samples
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Figure 1: General architecture: multiple-instance learning approach.

feature extractor architecture dataset embedding size

UNI [1] ViT-large, DINOv2, 16 heads

Mass-100k: in-house histopathology slides from
MGH and BWH, and external slides from
the GTEx consortium containing >100M images,
derived from >100,000 WSIs across 20 major tissue types

1024

ProvGigaPath [13] ViT-large, DINOv2, 24 heads
Prov-Path: dataset from Providence,
a large US health network comprising 28 cancer centres,
consisting of 1,3B images from 171,189 WSIs

1536

Phikon [2] ViT-large, iBOT combining MIM and CL
PanCancer40M: dataset from TCGA,
covering 13 anatomic sites and 16 cancer subtypes,
consisting of 43,4M images from 6,093 WSIs

768

CTransPath [12] CNN with multi-scale Swin Transformer dataset from TCGA and PAIP,
consisting of 15M images from 32,220 WSIs 768

Table 1: Technical details about the pretrained feature extraction models.

and clinical data from over 1,500 patients who underwent col-
orectal cancer surgery. Each slide, representing a typical tumor
section, is stained with Hematoxylin and eosin and scanned at
a 40x objective, achieving a resolution of 0.25 mpp comparable
to an optical microscope (∼100,000 dpi). The total data size is
approximately 3 Terabytes, and the collection is available on the
Intersect Australia RDSI Node.

4 Results
The dataset used in this study comprised 996 whole slide images
(WSIs), with 242 labeled as MSI and 754 as MSS. To evaluate
the performance of various aggregation methods, models were
trained using 5-fold cross-validation, which ensured robust train-
ing and validation. To create a balanced testing set of 96 samples,
20% of positive (MSI) samples and an equal number of negative
(MSS) samples were randomly excluded. The remaining data was
split into five equally balanced parts for cross-validation, with
each fold consisting of 180 samples in the validation set and 720
samples in the training set.

WSIs were then preprocessed into bags, each containing ap-
proximately 2,000 to 4,000 patches. Each patch was then con-
verted into feature embeddings using four different feature ex-
traction methods: Phikon, CTransPath, ProvGigaPath, and UNI.
Specifically, CTransPath and Phikon produced embeddings with
768 features, UNI with 1024 features, and ProvGigaPath with
1536 features.

Three feature aggregationmethods—ABMIL, DSMIL, and Trans-
MIL—were applied to the extracted features to generate a single
representative feature for each WSI. Following aggregation, a
simple neural network with a sigmoid activation function and a
threshold of 0.5 was used to classify MSI and MSS.

Each aggregation model was then trained for each feature
extraction method on each fold, with training being conducted
over 50 epochs using the AdamW optimiser and the 1-cycle
learning rate scheduler to adjust the learning rate as models
approached convergence. Binary cross-entropy (BCE) was used
as the loss function. After each epoch, model performance was
evaluated on the validation set using the AUROC metric to select
the best checkpoint, as most models tended to overfit toward the
end of training. The selected checkpoints were then tested to
calculate the mean AUROC across all folds.

Results are presented in Figure 2a. The best performance was
achieved using the DSMIL aggregation method with the ProvGi-
gaPath feature extractor, yielding an AUROC of 0.91 ± 0.01. The
ABMIL method performed best with the Phikon and UNI extrac-
tors, achieving AUROCs of 0.91 ± 0.02. Finally, the TransMIL
method combined with ProvGigaPath resulted in an AUROC
of 0.90 ± 0.01. Additionally, statistical analysis was performed,
specifically, the Wilcoxon signed-rank test, which yielded an
average p-value of 0.446, showing a relatively insignificant dif-
ference in performance of different feature extraction methods,
as expected.
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(a) ABMIL (b) DSMIL (c) TransMIL

Figure 2: Predictive performance of 5-fold cross-validation of different feature extractors and aggregation methods. AUROC
plots for prediction of MSI/MSS status. The true positive rate represents sensitivity and the false negative rate represents
1-specificity. The shaded areas represent the standard deviation (SD). The value of the lower right each plot represents
mean AUROC ± SD.

5 Discussion and Conclusion
n this study, we explored the potential of MIL combined with
SOTA pretrained models for predicting MSI in colorectal cancer.
Our results indicate that the approach is highly effective, achiev-
ing an AUROC of 0.913 on the MCO dataset. This is a notable
achievement, particularly when compared to previous studies,
such as [4] and[11], which reported AUROCs of 0.92 and 0.85,
respectively, on the same dataset. Our results not only validate
the effectiveness of our approach but also suggest that the careful
selection and combination of feature extraction and aggregation
methods can yield improvements in predictive accuracy.

The positive and negative rates observed in our results reflect
the model’s ability to correctly classify MSI and MSS cases. A
high true positive rate (sensitivity) indicates the model’s pro-
ficiency in identifying MSI-positive cases, which is crucial for
ensuring that patients who could benefit from MSI-targeted ther-
apies are accurately identified. Conversely, a high true negative
rate (specificity) shows the model’s effectiveness in correctly clas-
sifying MSS cases, thereby minimising false positives. To further
enhance the accuracy and reliability of MSI prediction, several
avenues for future work are planned.

Utilisation of the Entire Dataset: We plan to leverage the full
dataset to improve the robustness of our model. Training on a
larger dataset may help in capturing more nuanced patterns and
variations, leading to even more accurate predictions.

Fine-Tuning of Pretrained Models: While we used pretrained
models without fine-tuning in this study, fine-tuning these mod-
els specifically for the task of MSI prediction could further im-
prove their performance. Tailoring the models to our specific
data distribution and task requirements may yield significant
gains in accuracy.

Incorporation of a Tissue Classifier: Since MSI is typically
found in tumor tissue, we plan to integrate a tissue classifier to
automatically remove non-tumor tissue from the analysis. This
step should enhance the model’s focus on relevant tissue regions,
potentially improving MSI prediction accuracy and speed up the
whole process.

Development of Advanced AggregationMethods:We also plan
to explore more sophisticated aggregation techniques that can

better capture the complex relationships between patches within
a WSI. Advanced methods may help in refining the prediction
process, leading to further improvements in model performance.

Overall, our study demonstrates the potential of MIL-based ap-
proaches in enhancing biomarker prediction in colorectal cancer,
paving the way for more personalized and effective treatment
strategies.
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Abstract
The field of emotion recognition from eye-tracking data is well-

established and offers near-real-time insights into human affec-

tive states. It is less obtrusive than some other modalities, such

as electroencephalogram (EEG), electrocardiogram (ECG) and

galvanic skin response (GSR), which are often used in emotion

recognition tasks. This study examined the practical feasibility of

emotion recognition using an eye-tracker with a lower frequency

than that typically employed in similar research. Using ocular

features, we explored the efficacy of classical machine learning

(ML) models in classifying four emotions (anger, disgust, sadness,

and tenderness) as well as neutral and “undefined“ emotions. The

features included gaze direction, pupil size, saccadic movements,

fixations, and blink data. The data from the “emotional State

Estimation based on Eye-tracking database“ was preprocessed

and segmented into various time windows, with 22 features ex-

tracted for model training. Feature importance analysis revealed

that pupil size and fixation duration were most important for

emotion classification. The efficacy of different window lengths

(1 to 10 seconds) was evaluated using Leave-One-Subject-Out

(LOSO) and 10-fold cross-validation (CV). The results demon-

strated that accuracies of up to 0.76 could be achieved with 10-

fold CV when differentiating between positive, negative, and

neutral emotions. The analysis of model performance across

different window lengths revealed that longer time windows

generally resulted in improved model performance. When the

data was split using a marginally personalised 10-fold CV within

video, the Random Forest Classifier (RF) achieved an accuracy of

0.60 in differentiating between the six aforementioned emotions.

Some challenges remain, particularly in regard to data granu-

larity, model generalization across subjects and the impact of

downsampling on feature dynamics.

Keywords
eye-tracking, emotion recognition, machine learning

1 Introduction
Emotion recognition is a vibrant area of research, leveraging di-

verse data sources such as images [11], audio [16], and also, ocular

features like pupil dilation, gaze direction, blinks, and saccadic

movements [3, 8, 12]. Such eye-related features provide valu-

able insights into emotional states, offering a less-invasive and

real-time approach to understanding human affective responses.

Most studies that tried to predict emotions from these eye-related

features relied not only on eye-tracking data but also on EEG
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[8, 12]. We hypothesized that eye-tracking data is a valuable

modality for multi-modal emotion recognition on its own, with

potential applications in real-world scenarios like office work,

driving, and psychological assessments, as well as in estimat-

ing well-being. Our motivation was to explore eye-tracker-based

predictive models as an essential component in such practical

applications.

The primary objective of our study was to validate existing

findings on the performance of classical ML models for emotion

classification from eye-tracking data, using the models – Support

Vector Machine (SVM) and k-Nearest Neighbors (KNN) – and

features already explored in the literature [9, 15] as well as ex-

ploring classifiers not so frequently used in this field – such as

RF and XGBoost (XGB). Additionally, we aimed to explore the

potential of emotion recognition at lower sampling frequencies

available in most non-professional eye trackers. For the early

feasibility study, we used an existing dataset, which collected

data using a wearable eye-tracker but findings could possibly be

extended to high-quality unobtrusive contact-free trackers. Our

research also focused on understanding the impact of individual

features and window lengths on model performance.

2 Related Work
In literature, various physiological signals have been employed

for emotion recognition, with a particular focus on modalities

such as EEG, GSR, and eye-tracking systems [1, 6, 9]. Researchers

have explored both uni- andmulti-modal approaches, finding that

the integration of multiple modalities can significantly enhance

emotion recognition accuracy. Lu et al. achieved 0.78 accuracy

with eye-related features recorded with eye-tracking glasses –

which are not contact-free but record at relatively low frequen-

cies of 60 Hz or 120 Hz. They predicted positive, negative and

neutral classes with SVM. Interestingly, they observed a 0.10 in-

crease in accuracy when combining eye-related and EEG features

[12]. Similarly, Guo et al. observed a more substantial gain, with

accuracy improving by 0.20 when integrating EEG, eye-tracking,

and eye images, as opposed to using only eye-tracking data [7].

The features derived from eye-tracking have been widely used

inML algorithms to detect emotional states [2, 7, 12, 15]. However,

most studies have traditionally categorized emotions into broad

groups like positive, negative, and neutral [12, 14]. Pupil size, in

particular, has emerged as a valuable indicator for distinguishing

between positive and negative emotions [2, 7, 12] . Recent efforts

have begun to refine these broad categories, identifying more

specific emotions like happiness, sadness, fear, anger, etc. [2, 7,

15]. Although current methods can effectively identify certain

emotions such as sadness and fear, further research is needed to

reliably differentiate between others like disgust, joy, and surprise

[2].
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3 Methodology
3.1 Data
In our research, we used the “emotional State Estimation based

on Eye-tracking database“ (eSEEd) [13]. The eSEEd comprises

data from 48 participants, each of whom watched 10 carefully

selected videos intended to evoke specific emotional responses.

After viewing each video, participants ranked their emotions

– anger, disgust, sadness, and tenderness – on a scale from 0

to 10. Tenderness, however, is not regarded as one of the basic

emotions, but it has been widely utilized in emotion research

in recent years [13]. Since the participants had ranked all four

emotions for every video, a labelling problem emerged when

multiple emotions shared the highest score, in our case, leading

to “undefined“ labels. In our study, emotions were mapped by

applying a set of extraction rules in the following order: if the

highest-ranked emotion is below four, the response is labelled as

neutral; if multiple emotions share the highest rank, the label is

undefined; otherwise, the emotion with the highest rank is cho-

sen. The boundary of four was chosen because the original study

on eSEEd constructed this rule and we adapted it from there

[13]. Although the initial study design aimed for an even distri-

bution of emotions, neutral responses dominate, representing

about one-fourth of the labels (depending on window length).

3.1.1 Data Preprocessing. We have preprocessed the data to

make it more suitable for our future research and to reduce its

size. We wanted to study the performance of data with a rela-

tively low frequency rate of 60 Hz, which is used by relatively

affordable mid-tier eye-trackers, like Tobii Pro Spark. Firstly, the

features that were uninformative or could be misleading (e.g.

raw tracker signal and timestamps) were removed, and the fol-

lowing set of features was preserved: 2D screen coordinates of

gaze points (for standard deviation (std) of screen gaze coordi-

nates), 3D coordinates of gaze points (exclusively for saccade

calculations), pupil sizes (a and b of the pupil ellipse), and eye

IDs (each eye has its own pupil size features). Secondly, rows

containing any NaN values were removed, as there were no large

consecutive blocks of such rows and downsampling of the data

was planned. Finally, we further downsampled the data to 60

Hz, matching the sampling frequency of a mid-tier eye-tracker.

However, we acknowledge that downsampling might lead to the

loss of high-frequency information, which could be important for

capturing subtle dynamics in gaze behaviour and pupil responses.

This is particularly relevant considering that recent studies, such

as those by Collins et al. [3] and the SEED project [4, 17], have

utilized data collected at much higher frequencies to preserve

these subtle dynamics. Therefore, while downsampling makes

the data more meaningful to our research and more computa-

tionally manageable, it is important to keep in mind the reduced

temporal resolution when discussing the results.

Following the preprocessing, window segmentation was ap-

plied to the data. This step is essential for analyzing temporal

patterns within the data, as it allows for the capture of trends

and behaviours over specific time intervals. By segmenting the

data into windows, we can improve the robustness of feature

extraction and model training, enabling the detection of mean-

ingful patterns that might be obscured in raw, unsegmented data.

Additionally, with window segmentation, the number of training

instances increases which is commonly better for learning more

robust ML models and conducting rigorous evaluation. Hence,

multiple window lengths were examined, namely: 1, 3, 5 and 10 s.

We used 50% sliding window overlap. From each window, we

computed 22 features, belonging to the following groups:

(1) gaze coordinates on screen: std of x and y coordinates

(2) pupil ellipse sizes of a and b for each eye: mean, std

(3) blinks: number; mean and std of duration (all 0 if no blinks)

(4) saccades: number; mean speed; mean, std, total duration

(5) fixations: number; mean, std, total duration

Saccade and, implicitly, fixation calculations were done using

existing code based on the algorithm proposed by Engbert et al. [5,

10]. The algorithm calculates the velocity and acceleration of eye

movements by using a velocity threshold identification method

to detect saccades based on continuous 3D gaze data. In our study

we define fixation (interval) as an absence of a saccade (interval),

thus one fixation is declared between every two saccades (and

before the first and after the last one).

As mentioned previously, our data was imbalanced in terms

of class distribution, namely the distributions for anger, disgust,

sadness, neutral, tenderness and undefined were 8.7%, 13.6%,

17.5%, 25.7%, 15.8% and 18.7%, respectively. Notably, for the 1 s

window length, the number of windows was 67,181, whilst for

the 10 s window, the number of instances decreased to 6,507.

3.2 Experiments
We initially examined feature correlation matrices to identify

potential correlations between features, as well as between fea-

ture and class. Then, we compared the following classifiers from

the Scikit-learn library: Random Forest (RF), Support Vector Ma-

chines (SVM), k-Nearest Neighbors (kNN), and XGBoost (XGB)

from the XGBoost library, as well as an ensemble method major-

ity vote of the aforementioned classifiers. We compared all results

against a baseline majority classifier. Each model was trained and

tested using its default hyperparameters. To evaluate the models’

performance, we implemented multiple CV techniques.

The first CV technique was Leave-One-Subject-Out (LOSO).

Secondly, we implemented a marginally personalised 10-fold CV

“within video.“ In this approach, a standard 10-fold CV was per-

formed where 90% of temporally sequential windows were used

for training and 10% for testing. The splits were done separately

for each video within every subject. All the training data from

every video was combined to train a single model, and all the

test data was combined to evaluate the model, ensuring that

the model was exposed to data from all subjects and videos. We

named the experiment “marginally“ personalised because most

training data does not come from any single subject and is thus

not very personalised. Finally, we explored a completely person-

alised 10-fold CV “within subject.“ Here, training and testing were

done only on data of one subject. In all three CV methods, the

instances were never shuffled to preserve temporal and subject

sequential information and to minimize overfitting.

We attempted to merge certain classes in a way to group

negative emotions – anger, disgust, and sadness – under the cat-

egory “negative,“ while labelling tenderness as “positive.“ The

label for neutral remained unchanged, while the undefined la-

bel was changed to “negative“ because it always resulted from

multiple negative emotions scoring equally. Lastly, the feature im-

portances were analysed for different combinations of data splits

and models in order to identify potential consistently important

features.
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4 Results
The results described in the following subsections are summarised

in Table 1.

4.1 Feature Correlations
The first important observation from correlation matrices was

that no output class is closely correlated to any other singular fea-

ture. Secondly, we noticed some strong correlations, for example,

a 1.0 correlation between a number of fixations and a number of

saccades, because one simply equals the other increased by one.

More importantly, we noticed little-to-no correlation between fea-

tures that proved to be most important in some best-performing

models, meaning each of these features brought some novel infor-

mation to the model. The only exceptions of important features

being correlated are the features representing the mean size of a

pupil i.e., ellipse a and b axes, which are expected to be correlated.

They were correlated more than 0.8. However, we decided not to

remove any features because we assessed the feature count of 22

to be well-balanced in relation to the number of instances.

4.2 Leave-One-Subject-Out
With the goal of training a robust general model for our dataset,

we first applied the LOSO CV technique. The best performance

was achieved by RF on 10 s windows, yielding an accuracy of

0.28± 0.13 and an F1-score of 0.28± 0.16. It outperformed the ma-

jority classifier by 0.03 in accuracy and 0.13 in F1-score. In a sub-

sequent experiment, the negative emotions were grouped. This

adjustment led to an overall increase in performance. However,

with such grouping the majority classifier score also increased to

0.59 accuracy, which is the same as the best-performing model.

Further analysis revealed that high accuracy mainly implied

the subject predominantly reported “neutral“ feelings and low

accuracy implied little-to-no “neutral“ labels. However, not every

subject with a high “neutral“ count achieved outstanding results

and not every subject with a wide range of emotions yielded poor

results. A comparison was made between the number of windows

in the left-out subject to their performance and no correlation

was found. 10 s window length performed better than the shorter

windows with lengths 1-5 s. We also tested longer (60 s) windows

and the resulting accuracies were higher than those from 10 s

windows, but we evaluated that the number of instances was

insufficient for the results to be representative.

4.3 Marginally Personalised 10-fold
Cross-Validation Within Video

Given that the LOSO yielded relatively poor results, the next

step was to explore 10-fold CV. Experiments showed an average

accuracy of 0.60 ± 0.07 and an F1-score of 0.60 ± 0.08, produced

with RF on 10 s windows, the best-performing model. This should

be compared to the results given by the majority classifier –

average accuracy of 0.21 ± 0.01 and F1-score of 0.07 ± 0.01. With

negative emotions grouped, the accuracy and F1-score raised to

0.76 ± 0.04 and 0.73 ± 0.04, respectively, for the best-performing

XGB on 10 s windows. The majority class classifier yielded an

accuracy of 0.66 ± 0.02 and an F1-score of 0.52 ± 0.02.

4.4 Personalised 10-fold Cross-Validation
Even though 10-fold CV within video resulted in much better per-

formance compared to LOSO, we wanted to see the performance

of completely personalised models. All the models performed

similarly well, with the absolute best being RF on 10 s windows

which outperformed the majority classifier by 0.05 and 0.13 for

accuracy and F1-score, respectively. When grouping the nega-

tive emotions, we observe an absolute improvement in models’

performance, but a relative decline toward the majority classi-

fier benchmark. The best model, in this case, did not surpass

the majority classifier in terms of accuracy, with the majority

classifier achieving 0.67 ± 0.16 accuracy and 0.61 ± 0.16 F1-score,

while SVM, the best-performing model, scored an accuracy of

0.64 ± 0.13 and an F1-score of 0.63 ± 0.12.

4.5 Feature Importances
Following the completion of model training, we analyzed the fea-

ture importances of the best-performing models. For RF this was

calculated based on the Mean Decrease in Impurity, summing the

impurity reduction each feature contributes across all trees; and

for XGB, feature importances were calculated using the “weight“

metric, which counts the number of times each feature is used to

split the data across all trees. For SVMwe did not calculate feature

importances. In the completely personalised 10-fold experiments,

feature importances varied significantly across different subjects

and even between different runs within the same subject, specif-

ically with RF, as the random state was not fixed. In contrast,

feature importance was notably consistent in experiments where

models were trained on data from multiple subjects, such as in

the LOSO and the 10-fold within video, even with a variable

random state of the RF model.

The most important features of best-performing models were

those related to average pupil sizes, followed by fixation duration.

These results partially align with those of Collins et al., who

found features relating to pupil diameter and saccades statistically

significant [3].

5 Conclusion
Our research explored emotion classification using eye-tracking

data with classical ML models and hand-crafted features. The

data was downsampled to a lower-than-standard frequency i.e.,

to 60 Hz, which was more realistic for consumer contact-free

eye-tracker data. This made the problem harder, making it not

directly comparable with other studies working on eSEEd, but

valuable from a practical perspective.

Window segmentation significantly impacted model perfor-

mance, with the best results constantly obtained using the largest

window length. This suggests that longer observation periods

capture more comprehensive information, making smaller win-

dows less effective for emotion classification. We hypothesize

that this does not transfer to realistic scenarios, as users might

experience emotions in short bursts while being neutral for the

majority of the time. In specifically designed cases where emo-

tion is consistently induced for longer periods of time (like our

dataset), this is more expected.

The LOSO validation strategy, which tests model generaliza-

tion across different subjects, yielded poor results. The variability

in performance across subjects indicates the challenge of cap-

turing general relationships between eye features and emotions.

While both 10-fold CV approaches showed an increase in perfor-

mance, their generalizability is limited. Completely personalised

10-fold showed worse results than the marginally personalised

one presumably because of the low number of videos per emotion

within an individual subject.
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Table 1: Best-performing models and their corresponding results along the results of the Majority Class Classifier for the
same parameters. Window lengths are 10 s.

Settings Model Acc Model F1 Majority Class Acc Majority Class F1

LOSO, RF 0.28 ± 0.13 0.28 ± 0.16 0.25 ± 0.25 0.15 ± 0.26

LOSO, SVM, negative emotions grouped 0.59 ± 0.19 0.46 ± 0.18 0.59 ± 0.19 0.46 ± 0.18

10-fold within video, RF 0.60 ± 0.07 0.60 ± 0.08 0.21 ± 0.01 0.07 ± 0.01

10-fold within video, XGB, negative emotions grouped 0.76 ± 0.04 0.73 ± 0.04 0.66 ± 0.02 0.52 ± 0.02

10-fold within subject, RF 0.38 ± 0.20 0.42 ± 0.19 0.33 ± 0.26 0.29 ± 0.26

10-fold within subject, SVM, negative emotions grouped 0.64 ± 0.13 0.63 ± 0.12 0.67 ± 0.16 0.61 ± 0.16

An important issue with the eSEEd data is that all participants

watched the same 10 emotion-evoking videos in the exact same

order. This uniformity raises concerns that, given the small num-

ber of videos (two intended
1
per emotion), the models might

learn to associate features unrelated to emotions, such as video

dynamics or illumination. We circumvented the problem with

video dynamics by dropping the mean gaze coordinate features

and not using them in our experiments.

Despite these challenges, our experiments offer valuable in-

sights into the feasibility of emotion recognition from low-frequency

eye-tracker data, providing a foundation for future work. We

opted for classical models initially due to their explainability,

lower computational complexity, and efficiency, which are in our

opinion essential for understanding the data before transitioning

to more complex deep learning models.

In future work, several enhancements could be explored to

improve the robustness and accuracy of emotion classification

models using eye-tracking data. One approach could involve ana-

lyzing distinct fixation areas as an additional feature, potentially

offering deeper insights into visual attention patterns. Moreover,

considering that each emotion is (in some cases) represented

by two videos, a valuable experiment would be to train models

on one video and test on the other. This could help assess the

model’s ability to generalize across different stimuli within the

same emotional category.

Further analysis could focus on demographic factors by exam-

ining the LOSO results for potential correlations between model

predictions and participant characteristics such as gender, age,

and education. This might reveal underlying biases or trends that

affect model performance. Additionally, rather than downsam-

pling and removing rows with missing data, future work could

explore retaining or imputing these rows.

Furthermore, exploring the training of neural networks on

raw, non-downsampled data from multiple modalities is another

promising direction, as other studies already observed promising

results with such approaches. Moreover, we should address the

issue of overlapping emotions which could involve developing a

multiclass output model, reflecting a real-world scenario where

multiple emotions can be present simultaneously. This approach

could also help reduce the number of undefined labels, increasing

the amount of useful data.
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