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PREDGOVOR MULTIKONFERENCI  

INFORMACIJSKA DRUŽBA 2023 
 
Šestindvajseta multikonferenca Informacijska družba se odvija v obdobju izjemnega razvoja za umetno inteligenco, 

računalništvo in informatiko, za celotno informacijsko družbo. Generativna umetna inteligenca je s programi kot ChatGPT 

dosegla izjemen napredek na poti k superinteligenci, k singularnosti in razcvetu človeške civilizacije. Uresničujejo se napovedi 

strokovnjakov, da bodo omenjena področna ključna za obstoj in razvoj človeštva, zato moramo pozornost usmeriti na njih, jih 

hitro uvesti v osnovno in srednje šolstvo in vsakdan posameznika in skupnosti.  

 

Po drugi strani se poleg lažnih novic pojavljajo tudi lažne enciklopedije, lažne znanosti ter »ploščate Zemlje«,  nadaljuje se 

zapostavljanje znanstvenih spoznanj, metod, zmanjševanje človekovih pravic in družbenih vrednot. Na vseh nas je, da izzive 

današnjice primerno obravnavamo, predvsem pa pomagamo pri uvajanju znanstvenih spoznanj in razčiščevanju zmot. Ena 

pogosto omenjanih v zadnjem letu je eksistencialna nevarnost umetne inteligence, ki naj bi ogrožala človeštvo tako kot jedrske 

vojne. Hkrati pa nihče ne poda vsaj za silo smiselnega scenarija, kako naj bi se to zgodilo – recimo, kako naj bi 100x pametnejši 

GPT ogrozil ljudi.  

 

Letošnja konferenca poleg čisto tehnoloških izpostavlja pomembne integralne teme, kot so okolje, zdravstvo, politika 

depopulacije, ter rešitve, ki jih za skoraj vse probleme prinaša umetna inteligenca. V takšnem okolju je ključnega pomena 

poglobljena analiza in diskurz, ki lahko oblikujeta najboljše pristope k upravljanju in izkoriščanju tehnologij. Imamo veliko 

srečo, da gostimo vrsto izjemnih mislecev, znanstvenikov in strokovnjakov, ki skupaj v delovnem in akademsko odprtem okolju 

prinašajo bogastvo znanja in dialoga. Verjamemo, da je njihova prisotnost in udeležba ključna za oblikovanje bolj inkluzivne, 

varne in trajnostne informacijske družbe. Za razcvet. 

 

Letos smo v multikonferenco povezali deset odličnih neodvisnih konferenc, med njimi »Legende računalništva«, s katero 

postavljamo nov mehanizem promocije informacijske družbe. IS 2023 zajema okoli 160 predstavitev, povzetkov in referatov v 

okviru samostojnih konferenc in delavnic, skupaj pa se je konference udeležilo okrog 500 udeležencev. Prireditev so spremljale 

okrogle mize in razprave ter posebni dogodki, kot je svečana podelitev nagrad. Izbrani prispevki bodo izšli tudi v posebni številki 

revije Informatica (http://www.informatica.si/), ki se ponaša s 46-letno tradicijo odlične znanstvene revije. Multikonferenco 

Informacijska družba 2023 sestavljajo naslednje samostojne konference: 

• Odkrivanje znanja in podatkovna središča 

• Demografske in družinske analize 

• Legende računalništva in informatike 

• Konferenca o zdravi dolgoživosti 

• Miti in resnice o varovanju okolja 

• Mednarodna konferenca o prenosu tehnologij 

• Digitalna vključenost v informacijski družbi – DIGIN 2023 

• Slovenska konferenca o umetni inteligenci + DATASCIENCE 

• Kognitivna znanost 

• Vzgoja in izobraževanje v informacijski družbi 

• Zaključna svečana prireditev konference   

Soorganizatorji in podporniki konference so različne raziskovalne institucije in združenja, med njimi ACM Slovenija, SLAIS za 

umetno inteligenco, DKZ za kognitivno znanost in Inženirska akademija Slovenije (IAS). V imenu organizatorjev konference se 

zahvaljujemo združenjem in institucijam, še posebej pa udeležencem za njihove dragocene prispevke in priložnost, da z nami 

delijo svoje izkušnje o informacijski družbi. Zahvaljujemo se tudi recenzentom za njihovo pomoč pri recenziranju. 

 

S podelitvijo nagrad, še posebej z nagrado Michie-Turing, se avtonomna stroka s področja opredeli do najbolj izstopajočih 

dosežkov. Nagrado Michie-Turing za izjemen življenjski prispevek k razvoju in promociji informacijske družbe je prejel prof. 

dr. Andrej Brodnik. Priznanje za dosežek leta pripada Benjaminu Bajdu za zlato medaljo na računalniški olimpijadi. 

»Informacijsko limono« za najmanj primerno informacijsko tematiko je prejela nekompatibilnost zdravstvenih sistemov v 

Sloveniji, »informacijsko jagodo« kot najboljšo potezo pa dobi ekipa RTV za portal dostopno.si. Čestitke nagrajencem! 

 

Mojca Ciglarič, predsednica programskega odbora 

Matjaž Gams, predsednik organizacijskega odbora 
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FOREWORD - INFORMATION SOCIETY 2023 
 
The twenty-sixth Information Society multi-conference is taking place during a period of exceptional development for artificial 

intelligence, computing, and informatics, encompassing the entire information society. Generative artificial intelligence has 

made significant progress towards superintelligence, towards singularity, and the flourishing of human civilization with 

programs like ChatGPT. Experts' predictions are coming true, asserting that the mentioned fields are crucial for humanity's 

existence and development. Hence, we must direct our attention to them, swiftly integrating them into primary, secondary 

education, and the daily lives of individuals and communities. 

 

On the other hand, alongside fake news, we witness the emergence of false encyclopaedias, pseudo-sciences, and flat Earth 

theories, along with the continuing neglect of scientific insights and methods, the diminishing of human rights, and societal 

values. It is upon all of us to appropriately address today's challenges, mainly assisting in the introduction of scientific 

knowledge and clearing up misconceptions. A frequently mentioned concern over the past year is the existential threat posed 

by artificial intelligence, supposedly endangering humanity as nuclear wars do. Yet, nobody provides a reasonably coherent 

scenario of how this might happen, say, how a 100x smarter GPT could endanger people. 

 

This year's conference, besides purely technological aspects, highlights important integral themes like the environment, 

healthcare, depopulation policies, and solutions brought by artificial intelligence to almost all problems. In such an 

environment, in-depth analysis and discourse are crucial, shaping the best approaches to managing and exploiting technologies. 

We are fortunate to host a series of exceptional thinkers, scientists, and experts who bring a wealth of knowledge and dialogue 

in a collaborative and academically open environment. We believe their presence and participation are key to shaping a more 

inclusive, safe, and sustainable information society. For flourishing. 

 

This year, we connected ten excellent independent conferences into the multi-conference, including "Legends of Computing", 

which introduces a new mechanism for promoting the information society. IS 2023 encompasses around 160 presentations, 

abstracts, and papers within standalone conferences and workshops. In total about 500 participants attended the conference. 

The event was accompanied by panel discussions, debates, and special events like the award ceremony. Selected contributions 

will also be published in a special issue of the journal Informatica (http://www.informatica.si/), boasting a 46-year tradition of 

being an excellent scientific journal. The Information Society 2023 multi-conference consists of the following independent 

conferences: 

• Data Mining and Data Warehouse - SIKDD 

• Demographic and Family Analysis 

• Legends of Computing and Informatics 

• Healthy Longevity Conference 

• Myths and Truths about Environmental Protection 

• International Conference on Technology Transfer 

• Digital Inclusion in the Information Society - DIGIN 2023 

• Slovenian Conference on Artificial Intelligence + DATASCIENCE 

• Cognitive Science 

• Education and Training in the Information Society 

• Closing Conference Ceremony   

Co-organizers and supporters of the conference include various research institutions and associations, among them ACM 

Slovenia, SLAIS for Artificial Intelligence, DKZ for Cognitive Science, and the Engineering Academy of Slovenia (IAS). On 

behalf of the conference organizers, we thank the associations and institutions, and especially the participants for their valuable 

contributions and the opportunity to share their experiences about the information society with us. We also thank the reviewers 

for their assistance in reviewing. 

With the awarding of prizes, especially the Michie-Turing Award, the autonomous profession from the field identifies the most 

outstanding achievements. Prof. Dr. Andrej Brodnik received the Michie-Turing Award for his exceptional lifetime 

contribution to the development and promotion of the information society. The Achievement of the Year award goes to 

Benjamin Bajd, gold medal winner at the Computer Olympiad. The "Information Lemon" for the least appropriate information 

move was awarded to the incompatibility of information systems in the Slovenian healthcare, while the "Information 

Strawberry" for the best move goes to the RTV SLO team for portal dostopno.si. Congratulations to the winners! 

 

Mojca Ciglarič, Chair of the Program Committee  

Matjaž Gams, Chair of the Organizing Committee 
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PREDGOVOR 

 

Tehnologije, ki se ukvarjajo s podatki so v devetdesetih letih močno napredovale. Iz prve 

faze, kjer je šlo predvsem za shranjevanje podatkov in kako do njih učinkovito dostopati, se je 

razvila industrija za izdelavo orodij za delo s podatkovnimi bazami, prišlo je do 

standardizacije procesov, povpraševalnih jezikov itd. Ko shranjevanje podatkov ni bil več 

poseben problem, se je pojavila potreba po bolj urejenih podatkovnih bazah, ki bi služile ne le 

transakcijskem procesiranju ampak tudi analitskim vpogledom v podatke – pojavilo se je t.i. 

skladiščenje podatkov (data warehousing), ki je postalo standarden del informacijskih 

sistemov v podjetjih. Paradigma OLAP (On-Line-Analytical-Processing) zahteva od 

uporabnika, da še vedno sam postavlja sistemu vprašanja in dobiva nanje odgovore in na 

vizualen način preverja in išče izstopajoče situacije. Ker seveda to ni vedno mogoče, se je 

pojavila potreba po avtomatski analizi podatkov oz. z drugimi besedami to, da sistem sam 

pove, kaj bi utegnilo biti zanimivo za uporabnika – to prinašajo tehnike odkrivanja znanja v 

podatkih (data mining), ki iz obstoječih podatkov skušajo pridobiti novo znanje in tako 

uporabniku nudijo novo razumevanje dogajanj zajetih v podatkih. Slovenska KDD konferenca 

pokriva vsebine, ki se ukvarjajo z analizo podatkov in odkrivanjem znanja v podatkih: 

pristope, orodja, probleme in rešitve. 

 

Dunja Mladenić 

Marko Grobelnik 

 

 

 

 

FOREWORD 

 

Data driven technologies have significantly progressed after mid 90’s. The first phases were 

mainly focused on storing and efficiently accessing the data, resulted in the development of 

industry tools for managing large databases, related standards, supporting querying languages, 

etc. After the initial period, when the data storage was not a primary problem anymore, the 

development progressed towards analytical functionalities on how to extract added value from 

the data; i.e., databases started supporting not only transactions but also analytical processing 

of the data. At this point, data warehousing with On-Line-Analytical-Processing entered as a 

usual part of a company’s information system portfolio, requiring from the user to set well 

defined questions about the aggregated views to the data. Data Mining is a technology 

developed after year 2000, offering automatic data analysis trying to obtain new discoveries 

from the existing data and enabling a user new insights in the data. In this respect, the 

Slovenian KDD conference (SiKDD) covers a broad area including Statistical Data Analysis, 

Data, Text and Multimedia Mining, Semantic Technologies, Link Detection and Link 

Analysis, Social Network Analysis, Data Warehouses. 

 

Dunja Mladenić 

Marko Grobelnik 
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Forecasting Trends in Technological Innovations with
Distortion-Aware Convolutional Neural Networks

Krisztian Buza, M. Besher Massri, Marko Grobelnik
{krisztian.antal.buza,besher.massri,marko.grobelnik}@ijs.si
Artificial Intelligence Laboratory, Institute Jozef Stefan

Ljubljana, Slovenia

ABSTRACT
Predicting trends in technological innovations holds critical impor-
tance for policymakers, investors, and other stakeholders within
the innovation ecosystem. This study approaches this challenge
by framing it as a time series prediction task. Recent efforts have
introduced diverse solutions utilizing convolutional neural net-
works, including distortion-aware convolutional neural networks.
While convolutional layers act as local pattern detectors, conven-
tional convolution matches local patterns in a rigid manner in the
sense that they do not account for local shifts and elongations,
whereas distortion-aware convolution incorporate the capability to
identify local patterns with flexibility, accommodating local shifts
and elongations. The resulting convolutional neural network, with
distortion-aware convolution, has exhibited superior performance
compared to standard convolutional networks in multiple time se-
ries prediction tasks. As a result, we advocate for the application
of distortion-aware convolutional networks in forecasting tech-
nological innovation trends and compare their performance with
conventional convolutional neural networks.

CCS CONCEPTS
• Computing methodologies → Neural networks.

KEYWORDS
trends, innovation ecosystem, time series forecasting, convolutional
neural networks, distortion-aware convolution

1 INTRODUCTION
Forecasting trends in technological innovations is of high value
for policy makers, investors and other actors of the innovation
ecosystem. In this paper, we cast this task as a time series forecasting
problem.

Approaches for time series forecasting range from the well-
known autoregressive models [4] over exponential smoothing [12]
to solutions based on deep learning [10, 11, 16–19, 24, 26]. Among
the numerous techniques, a prominent family of methods include
forecast with convolutional neural networks (CNNs) [3, 20].

The inherent assumption behind CNNs is that local patterns are
characteristic to time series and future values of the time series may
be predicted based on those local patterns. While the operation of

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
Slovenian KDD Conference 2023 , 9–13 October 2023, Ljubljana, Slovenia
© 2023 Copyright held by the owner/author(s).

convolution plays the role of a local pattern detector, it matches
patterns in a rigid manner as it does not allow for local shifts and
elongations within the patterns. This issue has been addressed
by distortion-aware convolution and the resulting convolutional
neural network has been shown to outperform conventional convo-
lutional networks in case of several time series forecasting tasks [6].

For the aforementioned reasons, in this paper we propose to use
distortion-aware convolutional networks for forecasting trends in
technological innovations. We perform experiments on real-world
time series of the number of patents related to selected topics.
We compare the performance of distortion-aware convolutional
networks with conventional convolutional neural networks.

The reminder of the paper is organized as follows. In Section 2,
we provide a short discussion of relatedworks.We review distortion-
aware convolutional networks in Section 3, followed by the experi-
mental results in Section 4. Finally, we conclude in Section 5.

2 RELATEDWORK
As we cast our problem as a time series forecasting task, we focus
our review of related works on time series forecasting. As men-
tioned previously, a prominent family of methods include forecast
techniques based on convolutional neural networks, recent surveys
about them have been presented by Lim et al. [17], Sezer et al. [21]
and Torres et al. [24].

An essential component of distortion-aware convolution is dy-
namic time warping (DTW). While DTW is one of the most suc-
cessful distance measures in the time series domain, see e.g. [25],
recent approaches integrate it with neural networks. For example,
Iwana et al. [14], Cai et al. [9] and Buza [5] used DTW to construct
features. In contrast, Afrasiabi et al. [1] used neural networks to
extract features and used DTW to compare the resulting sequences.
Shulman [22] proposed “an approach similar to DTW” to allow for
flexible matching in case of the dot product. DTW-NN [13] consid-
ered neural networks and replaced “the standard inner product of a
node with DTW as a kernel-like method”. However, DTW-NN only
considered multilayer perceptrons (MLP), whereas we focus on
convolutional networks. In the context of time series classification,
Buza and Antal proposed to replace the dot product in the con-
volution operation by DTW calculations [7]. In distortion-aware
convolution [6], DTW is used together with the dot product, but
the dot product itself is not modified.

3 BACKGROUND
We begin this section with a formal definition of our task followed
by a review of convolutional neural networks with distortion-aware
convolution [6].

5



Slovenian KDD Conference 2023 , 9–13 October 2023, Ljubljana, Slovenia K. Buza, M. B. Massri, M. Grobelnik

3.1 Problem Formulation
Given an observed time series 𝑥 = (𝑥1, . . . , 𝑥𝑙 ) of length 𝑙 , in our
case each 𝑥𝑖 represents the number of patents related to a given
topic in a month, we aim at predicting its subsequent ℎ values
𝑦 = (𝑥𝑙+1, . . . , 𝑥𝑙+ℎ), i.e., the number of patents in the subsequent ℎ
months. We say that ℎ is the forecast horizon and 𝑦 is the target.
Furthermore, we assume that a dataset 𝐷 is given which contains 𝑛
time series with the corresponding target:

𝐷 = {(𝑥 (𝑖 ) , 𝑦 (𝑖 ) )𝑛𝑖=1}. (1)

We use 𝐷 to train neural networks for the aforementioned predic-
tion task. We say that 𝑥 (𝑖 ) is the input of the neural network.

In our experiments, we assume that an independent dataset 𝐷∗

is given which can be used to evaluate the predictions of our model.
Similarly to 𝐷 , dataset 𝐷∗ contains pairs of input and target time
series. 𝐷∗ is called the test set.

3.2 The Distortion-aware Convolutional Block
The main idea behind distortion-aware convolution [6] is to calcu-
late, besides the dot products (or inner products), DTW distances
between the kernel and time series segments as well. This is illus-
trated in Fig. 1. Our distortion-aware convolutional block has two
output channels: one for dot products and another channel for the
DTW distances.

While in case of the dot product, higher similarity between
the time series segment and the pattern corresponds to higher
values, the opposite is true for the DTW distances. In case of DTW,
high similarity between the time series segment and the pattern is
reflected by a distance close to zero. Therefore, to make sure that
the activations on both channels are consistent, the activations of
the DTW channel of our distortion-aware convolutional block are
calculated as follows:

𝑜𝑢𝑡𝐷𝑇𝑊 (𝑡) = 1
1 + 𝐷𝑇𝑊 (𝑖𝑛[𝑡 : 𝑡 + 𝑠],𝑤) , (2)

where 𝑜𝑢𝑡𝐷𝑇𝑊 denotes the activation of the DTW channel of the
distortion-aware convolutional block, 𝑖𝑛[𝑡 : 𝑡 + 𝑠] is the segment
of the block’s input between the 𝑡-th and (𝑡 + 𝑠)-th position1, 𝑠 is
the size of the filter,𝑤 are the weights of the filter representing a
local pattern and 𝐷𝑇𝑊 (., .) is a function that calculates the 𝐷𝑇𝑊
distance between two time series segments.

Training neural networks with distortion-aware convolution
may be challenging because of the backpropagation of gradients
through the DTW calculations. The basic idea of training is to train
the network with conventional convolution instead of distortion-
aware convolution initially and add DTW-computations once the
weights of the convolutional layer have already been determined.
For details, see [6].

4 EXPERIMENTAL EVALUATION
The goal of our experiments is to examine whether the neural
networks with distortion-aware convolution are more suitable for
forecasting technological trends compared to their counterparts
with conventional convolution.

1In Eq. (2) we use a Python-like syntax: the lower index, 𝑡 is inclusive, the upper index,
𝑡 + 𝑠 is exclusive in 𝑖𝑛[𝑡 : 𝑡 + 𝑠 ].

Figure 1: In case of distortion-aware convolution, addition-
ally to the dot product (top), DTW distances between the ker-
nel and time series segments are calculated (bottom). Thus,
our distortion-aware convolutional block has two output
channels: one for dot products and another channel for the
DTW distances scaled according to Eq. (2).

4.1 Data
Lens is a web-based service that offers global access to patent in-
formation, academic articles, regulatory databases, and additional
relevant materials.2 The platform is designed to simplify the explo-
ration and evaluation of intellectual property information while
promoting research and inventive activities. Lens grants compli-
mentary access to patent databases from more than 100 nations and
includes sophisticated search functionalities and analytical tools
for diverse research and analysis needs.

We extracted time series from the Lens patent database as fol-
lows. For selected topics identified by their Cooperative Patent
Classification (CPC) codes, we extracted the number of granted
patents as well as the number of patent applications per month
between January 1980 and December 2022. We considered the fol-
lowing topics: (a) “image or video recognition” (G06V), (b) “neural
networks” (G06N3/02), (c) “natural language processing” (G06F40)
and (d) all topics related to artificial intelligence. We considered the
number of patents separately for the most significant jurisdictions,
i.e., (a) United States of America, (b) China, (c) Korea, (d) Japan and

2http://lens.org
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Table 1:Mean absolute error (MAE) and rootmean squared er-
ror (RMSE) for forecasting the time series of granted patents
in case of our approach (DCNN) and the baseline (CNN).
Lower values indicate better performance.

juris- RMSE MAE
topic diction CNN DCNN CNN DCNN

image or US 165.9 106.0 131.2 92.7
video China 405.8 320.9 323.87 217.6
recognition Korea 13.9 27.7 12.4 19.9

Japan 55.9 49.8 39.9 37.8
Europe 34.5 34.7 32.3 32.9
ALL 494.7 399.6 416.8 341.3

neural US 10.7 9.1 9.4 7.9
networks China 5.6 5.5 3.8 3.7

Korea 6.3 2.3 5.4 2.1
Japan 3.5 2.9 2.5 2.0
Europe 2.7 1.6 2.2 1.2
ALL 7.6 8.3 6.3 6.7

natural US 19.7 15.1 14.8 12.0
language China 57.1 47.0 41.6 41.7
processing Korea 14.2 8.5 13.1 7.3

Japan 11.8 10.7 9.5 7.3
Europe 4.8 3.0 3.5 2.7
ALL 67.0 45.7 59.5 35.5

ALL US 270.2 216.9 224.1 196.4
China 870.2 1108.8 763.2 998.1
Korea 56.6 138.3 53.8 129.4
Japan 124.8 132.0 81.4 89.9
Europe 85.8 69.2 82.1 65.9
ALL 1045.1 1129.1 929.2 964.6

Figure 2: Total number of granted patents (red) and patent
applications (blue) for all the jurisdictions in the Lens data-
base related to “neural networks” (CPC: G06N3/02).

(e) Europe. Additionally, we considered the time series of the total
number of patents for all the jurisdictions of the database. Thus, we
considered in 48 time series in total, see also the first two columns
of Tab. 1 and Tab. 2. Two example time series are shown in Fig. 2.

For each time series, we trained the neural networks to predict
the number of granted patents (or patent applications, respectively)
for each month of a 6-monthly period, i.e., the forecast horizon
was ℎ = 6. As input, we used the number of granted patents (or
patent applications, respectively) in the previous 36 months. The

Table 2: Mean absolute error (MAE) and root mean squared
error (RMSE) for forecasting the time series of patent ap-
plications in case of our approach (DCNN) and the baseline
(CNN). Lower values indicate better performance.

juris- RMSE MAE
topic diction CNN DCNN CNN DCNN

image US 188.2 177.1 170.2 163.3
or video China 3405.0 1061.7 3375.4 1042.3
recognition Korea 128.9 70.8 99.7 69.4

Japan 103.8 106.4 87.1 66.1
Europe 51.9 55.5 45.0 49.4
ALL 3641.9 2110.5 3627.3 2027.8

neural xUS 79.8 15.3 76.9 12.7
networks China 21.2 20.8 16.8 19.0

Korea 44.6 6.8 43.7 6.2
Japan 13.9 7.1 13.5 4.8
Europe 15.8 5.9 14.9 4.4
ALL 267.7 45.6 262.7 38.6

natural US 64.1 68.7 55.5 64.6
language China 418.9 318.2 363.6 289.3
processing Korea 35.1 23.4 29.7 21.0

Japan 16.7 18.7 10.5 10.8
Europe 11.2 14.3 9.7 11.2
ALL 298.1 543.0 226.9 489.3

ALL US 532.3 329.1 458.9 311.3
China 6443.7 2784.2 6239.0 2386.5
Korea 405.4 216.8 340.2 180.8
Japan 224.8 228.1 159.1 128.6
Europe 130.0 163.5 97.5 121.3
ALL 5445.1 3355.8 5009.0 2547.0

data related to the years 1980...2019 was used as training data, while
the data from 2019...2022 was used as test data.

From the long time series corresponding years 1980...2019, we
extracted training instances with a moving window. This resulted in
10496 training instances in total which corresponds to 427 training
instance for each time series.

When evaluating the network on the test data, we used the
data from 2019...2021 as input data and the task was to predict the
number of granted patents (or patent applications, respectively) for
the first six month of 2022.

4.2 Experimental Settings
In order to assess the contribution of distortion-aware convolu-
tion, for each time series, we trained two versions of the neural
network: with and without distortion-aware convolution, and com-
pared the results. In the former case, the first hidden layer was a
distortion-aware convolutional layer (with both dot product and
DTW calculations), whereas in the later case, we used conventional
convolution (with dot product only).

For simplicity, we considered a convolutional network contain-
ing a single convolutional layer with 25 filters, followed by a max
pooling layer with window size of 2, and a fully connected layer
with 100 units. We set the size of convolutional filters to 9. The
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number of units in the output layer corresponds to the forecast
horizon, as each unit is expected to predict one of the numeric
values of the target time series. We trained the networks for 1000
epochs with the Adam optimizer [15] with learning rate of 10−5
and batch size of 16. The loss function was mean squared error.

We implemented our neural networks in Python using the Py-
Torch framework. In order to support reproduction of our work,
we made the implementation of our model publicly available in a
github repository. The code illustrates training and evaluation of
our model on standard benchmark datasets.3

We evaluated the predicted time series both in terms of mean
absolute error (MAE) and root mean squared error (RMSE). In
particular, we calculated MAE (and RMSE, respectively) for each
forecast time series.

As the goal of our experiments is to assess the contribution of
distortion-aware convolution, our baseline, denoted as CNN, is
the aforementioned neural network with conventional convolution
instead of distortion-aware convolution.

4.3 Results
Tab. 1 and Tab. 2 show our results in terms of MAE and RMSE.
Our approach, convolutional neural network with distortion-aware
convolution is denoted by DCNN, while CNN denotes the neural
network with conventional convolution. As one can see, in the
majority of the examined cases, DCNN outperforms CNN both in
terms of MAE and RMSE. In those cases when CNN performs better,
typically, both models are rather accurate (the error is low for both
models) or the difference is very small compared to the magnitude
of the error.

5 CONCLUSIONS AND OUTLOOK
In this paper, we focused on forecasting technological trends and
cast this task as a time series forecasting problem. We considered
a recent approach, convolutional neural networks with distortion-
aware convolution, which has not been used for this task previously.

We performed experiments on real-world time series represent-
ing the number of granted patents and patent applications related
to selected topics. Our observations show that convolutional neu-
ral networks with distortion-aware convolution are promising for
this task. Furthermore, combination of conventional convolutional
networks and neural networks with distortion-aware convolution
may be an interesting target of future works.

Last, but not least, we mention that time series are prominent
in various real-world applications [2, 23] and our approach can be
extended to handle other types of time series, such as multivariate
time series (or series of vectors) that can be compared with a more
general version of DTW, see e.g. [8].
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ABSTRACT
This paper describes a pipeline built to generate a causality graph
for strategic foresight. The pipeline interfaces with a well-known
global media retrieval platform, which performs real-time track-
ing of events reported in the media. The events are retrieved
from the media retrieval platform, and content from the media
articles is processed with ChatGPT to extract causal relations
mentioned in the news article. Multiple post-processing steps are
performed to clean the causal relations, removing spurious ones
and linking them to ontological concepts where possible. Finally,
a sample causality trace is showcased to exemplify the potential
of the causality graph created so far.

KEYWORDS
strategic foresight, graph, causality extraction, wikifier, ChatGPT

1 INTRODUCTION
Among the most frequently used strategic foresight methods we
find scenario planning [7], that aims to foresee relevant scenarios
based on trends and factors of influence. These allow for a better
understanding of how actions can influence the future - a key
ability in aworld full of Turbulence, Unpredictability, Uncertainty,
Novelty, and Ambiguity (TUNA) [30]. This ability has fostered
an increasing adoption of strategic foresight in the public and
private sectors [6, 21].

Domain experts currently plan scenarios by gathering and an-
alyzing the data to determine and report probable, possible, and
plausible futures of interest [15]. Nevertheless, the extensive man-
ual work imposes severe scalability limitations and can introduce
bias into the assessments [7]. To overcome such limitations, artifi-
cial intelligence was proposed to automate information scanning
and data analysis [4, 18].

While the value of artificial intelligence for strategic foresight
has been recognized, artificial intelligence has not been widely
adopted yet [4, 20]. This is also reflected in scientific papers
on foresight and artificial intelligence. For example, we queried
Google Scholar for "data-supported foresight" and "strategic fore-
sight artificial intelligence" considering the start time is unlim-
ited, and the deadline is September 6th 2023. When analyzing
the first 50 search results of each, we got 18% (9/50) and 40%

Permission to make digital or hard copies of part or all of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for third-party components of this
work must be honored. For all other uses, contact the owner/author(s).
Information Society 2023, 9–13 October 2023, Ljubljana, Slovenia
© 2023 Copyright held by the owner/author(s).

(20/50) relevant hits, respectively. Some approaches described in
the literature aim to leverage artificial intelligence to automate
time-consuming aspects of strategic foresight, such as perform-
ing information scanning and data analysis [4, 18]. Furthermore,
text-mining techniques have been used to identify weak signals
and trends [10] or extract relevant actions and outcomes that
could be mapped to causal decision diagrams [19].

Strategic foresight for environmental purposes has been con-
sidered to different degrees by countries and environmental agen-
cies. For example, multiple U.S. Environmental Protection Agency
offices began using strategic foresight in the 1980s. Still, they
did not do so consistently until 1995, when it began to be insti-
tutionalized and connected to the Agency’s strategic planning
and decision-making, and reinvigorated since 2015 with that pur-
pose [11]. Another example is The Netherlands, where strategic
foresight has been encouraged since 1992 to systematically aim
to identify critical technologies and scientific possibilities that
would allow the fulfillment of environmental policies [29]. Other
cases include using strategic foresight to understand how EU-
wide policies may affect regions and rural localities [26] or guide
decision-making in the face of structural change [2].

Previous work [22, 23] described how artificial intelligence
could be used to automate scenario planning. This paper de-
scribes a pipeline built to extract and process media news from
EventRegistry [16] to create a causality graph. Furthermore, it
describes the causality graph created with media news report-
ing on events related to oil prices, given the abundant research
regarding how oil prices impact the environment. Among the
benefits of this approach is the ability to extract causal relations
with little human intervention and no supervision. The resulting
graph enables the creation of link prediction models that can be
used to predict future events based on an array of events that
have been observed in the past.

This paper is organized as follows. First, section 2 describes
how a data extraction pipeline was built, retrieving media events
of interest and extracting causal relationships observed in the
world and described in them. Section 3 briefly describes some of
the results obtained, providing (i) a quantitative assessment of
error types and resulting causal relationships after data cleansing
procedures and (ii) a qualitative assessment of causality relation-
ships generated through the pipeline. Finally, Section 4 concludes
and outlines future work.

2 DATA EXTRACTION PIPELINE
The data extraction pipeline aims to query relevant media news,
process them, and extract causal relationships that can be mod-
eled in a graph. Given the specific interest in modeling causality
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Figure 1: Data extraction pipeline used to retrieve media
events and extract causal relationships.

for environmental protection, some research was performed to
identify possible topics of interest. Among potential topics, the
influence of oil prices on the environment was selected, con-
sidering such a topic is frequently covered in the media and
was researched to a certain extent. Research has shown that oil
price fluctuations (a) affect the consumption of renewable energy
sources [1, 28], (b) stimulate green innovation, and that positive
shocks in oil prices reduce CO2 emissions [12], and enhance
ecological quality [8, 14].

The data extraction pipeline is summarized in Fig. 1, and each
component is briefly described in the following subsections.

2.1 Media Event Extraction
The EventRegistry platform provides real-time insights into me-
dia events by sourcing them from the News Feed service [27],
processing them and creatingmedia events based on cross-lingual
clusters of media news, which are later exposed through an API.
The news processing steps require news semantic annotation, ex-
traction of date references, cross-lingual matching, and detection
of news duplicates. The cross-lingual clusters denoting a partic-
ular media event have a summary describing the media event,
information regarding the piece of news considered a centroid
to the cluster, and other relevant information.

The first step in the pipeline queries the EventRegistry media
event API to extract media events related to a particular concept.
This research’s query concept was limited to the "Price of Oil".
Since EventRegistry has a history of data up to 2014, relevant
geopolitical and economic events that influenced oil prices since
2014 were searched. Two events were highlighted by the U.S.
Energy Information Administration 1: (a) the fact that OPEC
production quota remained unchanged in the first quarter of
2015 and (b) a reduction in oil demand registered due to the
global pandemic in the first quarter of 2020. Furthermore, events
between 2022 and 2023 were considered, given the impact of the
Russo-Ukrainian War on oil prices [17]. For each event obtained,
the centroid media news was queried, its text extracted, wikified,
and stored for further processing.

2.2 Causality extraction
To extract causal relations from media events, the OpenAI Chat-
GPT (gpt-3.5-turbo) was used as a one-shot learning model. To
that end, a random media event was sampled, the causality rela-
tionships extracted, and both (the text and causal relationships)
presented to the model, asking it to recognize causal relationships
in the media news. Several iterations of prompt engineering were
performed to ensure high-quality results, performing a manual
assessment of random results.

The causal relationships persisted in JSON files discriminated
the cause, effect, related entities, and locations. In particular,
1The events were highlighted in the following report, last accessed on August 25th
2023: https://www.eia.gov/finance/markets/crudeoil/spot_prices.php.

cause, effect, entities, and locations were defined in the following
manner:

• Cause or effect: contains an entity which is an item,
individual, or company that an event happened to;

• Event: is an action, development, happening, or state of
the entity that is causing or was affected by a cause in the
relationship;

• Location: geographical location where the event in the
cause or effect took place;

Once the causal relationships were extracted, the cause and
effect were post-processed, removing adjectives so that only the
nouns were left. E.g., higher diesel prices was converted to diesel
prices. The decision was made considering that by doing so, (a)
the causes and effects would gain greater support and, therefore,
strengthen the information signal in a graph, and (b) that a hu-
man expert would be able to determine how a cause and effect
may relate given his domain knowledge and a particular context.
For example, given the relationship Inflation→ Consumer price
index, the human expert will immediately understand how the
consumer price index is affected in a growing or shrinking infla-
tionary context. For each causal relationship, a trace was kept
to associate them with the media event from which they were
extracted to enable further analysis when required.

2.3 Semantic matching and enrichment
The entire text of the media article was parsed using Wikifier [5].
Data from Wikifier was employed in two distinct ways: firstly,
to enrich location data, and secondly, to associate entities to
relevant semantic concepts.

The Wikifier tool marks which words in the wikified text
correspond to certain semantic concepts. Such annotations were
matched to the entities extracted by ChatGPT as part of the causal
relationships. To successfully match strings to semantic concepts,
some preprocessing was required. First, the non-letter symbols
and stopwords were removed, followed by the stemming of each
word. It was considered a match if at least one identical string
between the text related to marked concepts and the causal rela-
tionship. Not all of the semantic concepts listed by the Wikifier
were considered: (a) the concepts were required to have a PageR-
ank higher than 0.0001; (b) for location data, only the concepts
categorized as "place" were considered, and (c) when substitut-
ing the original entity by the associated semantic concept, the
semantic concept with the highest cosine similarity between the
article it’s corresponding Wikipedia page was considered.

2.4 Cleansing causal relations
After extracting causal relations, we focused on analyzing the
data and cleansing to ensure only relevant relations were con-
sidered and used to build a causality graph. Subsequent random
sampling iterations were performed, extracting 300 causal rela-
tionships in each iteration, which were then analyzed. In each
iteration, the causal relations were assessed to determine whether
they were meaningful to the topic under consideration, to iden-
tify common errors, and to propose mitigation strategies that
could amend such errors or filter useless causal relations. We typ-
ified six such cases, five originating from ChatGPT and one when
semantically post-processing the causal relations with concepts
obtained from the Wikifier:

• repeated entity: [ChatGPT] the same entity is registered
for cause and effect. E.g., Oil price → Oil price.
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• empty entity: [ChatGPT] an entity is missing as cause
or effect. E.g., → Oil price.

• missing entity: [ChatGPT] ChatGPT omits the actual
entity but could be inferred from the text by the human
reader. E.g., S&P 500 capital expenditures→ growth, energy
policy → defiance, or survey → Nasdaq 100.

• time entity: [ChatGPT] some time-period is considered
an entity. E.g., drilling activity → 2016, or (US) shale oil
supply → end of the year.

• non-entity: [ChatGPT] words marked as entities don’t
mean anything coherent. E.g., retail sales → risk appetite.

• wrong conversion: [Wikifier] the entity was changed to
something unrelated to the one stated in the text. E.g., Aus-
tralian government > Australian dollar, or political tensions
> Breakup of Yugoslavia.

While the mitigation strategy for most of the abovementioned
errors is to remove the causal relationship, for missing entity, a
follow-up question will be provided to ChatGPT to get a more
concrete answer. This last mitigation strategy has not been im-
plemented yet. Furthermore, a list of concept mappings will be
considered to reduce clutter. For example, Wage Growth or 1980s
Oil Glut should be replaced by Wage or Oil Glut, respectively.
Breakup of Yugoslavia could be replaced by Country Breakup.
Finally, a more thorough linking to semantic concepts and on-
tologies is required (e.g., Jerome Powell could be linked to Central
Bank).

After the abovementioned cleansing, the strings were turned
into lowercase and trimmed, and most non-alphabetical charac-
ters were removed. Further sampling and entity evaluation were
performed, creating a dictionary to match string occurrences to
a particular concept. It must be noted that the dictionaries do not
provide an exhaustive mapping and that ongoing work is being
done to further refine and complete the mapping phase. Such
dictionaries were created to provide ground for future ontological
mapping based on existing ontologies and ontologies that will
be developed for this purpose. Finally, all the relations that, after
the described process, were extracted from only one media event
were discarded, given they are very likely to introduce noise.

2.5 Creating a causality graph
Once causal relationships were extracted, a causality graph was
created bymatching 𝑐𝑎𝑢𝑠𝑒 → 𝑒 𝑓 𝑓 𝑒𝑐𝑡 . Furthermore, somemetrics
were computed to assess the graph characteristics. The graph can
be sampled and visualized with the NetworkX 2 library, which
creates a dynamic HTML interface to view it. For each cause and
all the possible effects following it, probabilities of each effect
occurring were computed based on the ratios present in the data.

3 RESULTS
A total of 2,503 media events were extracted from EventRegistry.
When processed with ChatGPT, 12,290 unique causal relation-
ships were extracted, totaling 14,226 unique entities. Those were
processed to remove possible errors. Considering repeated entity
and empty entity errors, 253 causal relations were removed. After
applying wikification, 9,726 unique causal relations remained,
totaling 7,723 entities. 845 causal relations were removed, con-
sidering repeated entity and empty entity errors. Table 1 shows
the number of causal relations affected by a particular error type,
considering a random sample of 300 causal relations.

2The library is documented at the following website: https://networkx.org/

Error type Count Percentage

Wrong conversion 17 5.7%
Missing entity 15 5.0%
Non-entity 9 3.0%
Time entity 3 1.0%

Table 1: Statistics for typified errors based on a random
sample of 300 causal relationships.

After performing the abovementioned cleansing and dictionary-
based mappings, 7,723 nodes and 9,726 edges were obtained. Re-
moving causal relationships reported only in a single media event
reduced the graph size to 489 nodes and 877 edges.

3.1 Causality graph and causality chain
analysis

Causal chains were created by linking causes and effects extracted
from media events. While these are not always completely ac-
curate, they help to identify sequences of events that may take
place. Furthermore, while currently not implemented, graph link
prediction could be used to predict future event sequences based
on patterns observed in the past.

This section provides an example regarding a causality chain
of interest retrieved from the causality graph. The causality chain
is briefly analyzed to demonstrate how it captures relevant knowl-
edge. In particular, many causality chains displayed the following
pattern: Pandemic→ Currency→ Price of Oil→ Economic Growth
→ Oil Glut → Inflation → Central Bank → Stock Market → In-
vestment.

The complete causality chain summarized above was: Pan-
demic → Currency → Price of Oil → Crude Oil Futures → Fuel
Pricing → Economic Growth → Petroleum → Oil Glut → Con-
sumer Price Index→Monetary Policy→ Inflation→ Central Bank
→ Stock Market → Investment → Bond.

To validate the causality chain, scientific literature and events
from the past few years were reviewed to find research and
examples to validate the causal relationships. For the causality
chain described above, we found that the Pandemic influenced
Currency: countries experiencing a sharp daily rise in COVID-
19 deaths usually saw their currencies weaken [13]. Causality
between exchange rates (Currency) and Price of Oil has been
reported by the European Central Bank [9]. In particular, it has
been noticed that the exchange rates can affect oil prices through
financial markets, financial assets, portfolio rebalancing, and
heading practices. It has also been noted that given the oil prices
are expressed in US dollars, the oil futures can be used to hedge
against an expected depreciation in US dollars - something that
explains the causal relationship between Price of Oil and Crude
Oil Futures. Furthermore, a relationship exists between futures
and spot prices (futures prices tend to converge upon spot prices
3 and between oil prices and fuel prices4, validating the causal
relationship between Crude Oil Futures and Fuel Pricing.

3See "Futures Prices Converge Upon Spot Prices", last accessed at https://www.
investopedia.com/ask/answers/06/futuresconvergespot.asp in September 7th 2023.
4See "Gasoline explained: Factors affecting gasoline prices", last accessed at https:
//www.eia.gov/energyexplained/gasoline/factors-affecting-gasoline-prices.php in
September 7th 2023.
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When considering the relationship Fuel Pricing and Economic
Growth, we found that the relationship is validated with energy
prices [3], e.g., with gas prices: higher gas prices negatively im-
pact the economy5. Economic growth can affect the petroleum
market and, in particular, lead to an oil glut (a significant surplus
of crude oil caused by falling demand) as it happened at the begin-
ning of the COVID-19 pandemic6. Furthermore, oil pricing can
have direct or indirect effects on Inflation [24], which is reflected
in the Consumer Price Index, and which can trigger a particular
Monetary Policy from the Central Bank in response to it. Finally,
monetary policies affect the stock market and investments [25].

While the causality chain displayed in this case is mostly
clean, some improvements are required to make it neater. For
example, based on domain knowledge, and depending on the
context, the Consumer Price Index and Inflation could be merged
into a single concept, andMonetary Policy and Central Bank could
be considered as one.

The ingestion pipeline requires further work to enhance the
concept mappings. We envision that the dictionaries will be fur-
ther evolved and linked to specific ontologies that could be used
to assign semantic meaning and, e.g., contract links in a chain
with the same semantic ancestor.

4 CONCLUSIONS
This research has described a pipeline created for causality ex-
traction from media news and aimed toward a strategic foresight
tool, and currently focused on events affecting oil prices. Particu-
lar errors in the causality extraction were identified and typified,
and mitigation measures were implemented. Nevertheless, fur-
ther work is required to improve the pipeline. Future work will
consider three directions: (a) string to ontologies mapping to
ensure the captured causes and effects can be tied to particu-
lar semantic knowledge and exploit it, (b) generate richer cause
and effect representations so that based on encoded metadata,
better causality patterns can be elucidated, and (c) create a link
prediction model based on the causality graph.
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ABSTRACT
Given a point cloud 𝑃 , which is a set of points embedded in R𝑑 ,
we are interested in recovering its topological structure. Such a

structure can be summarized in the form of a graph. An example

of this is the mapper graph, which captures how the point cloud

is connected and reflects the branching and cyclic structure of

𝑃 as branching points (vertices with degree greater than 2) and

cycles in the graph. However, such a representation is not always

accurate, i.e., the structure shown by the graph may not be suf-

ficiently supported in the point cloud. To this end, we propose

an approach that uses persistent (relative) homology to detect

branching and cyclic structure, and employs a statistical test to

confirm whether the structure is indeed significant. We show

how the approach works for low-dimensional point clouds, and

discuss its possible applications to real world point clouds.

KEYWORDS
topological data analysis, statistical hypothesis testing, persistent

homology, mapper algorithm

1 INTRODUCTION
Consider the point cloud 𝑃 consisting of points in R2 shown in

Figure 1a. Using the mapper algorithm, we can construct a graph

that represents its topological structure like the one in Figure 1b,

which seems to recover the important structure. Using the same

algorithm (but with different values of its adjustable parameters)

we could end up with different graphs. The second graph, shown

in Figure 1c, contains two cycles: the middle one, which captures

the cycle present in 𝑃 , and the top one, where the algorithm

"mistakenly" considers the top points to connect in a cycle. The

third graph, shown in Figure 1d, shows a similar structure as

the graph in Figure 1b, although it contains one branching point

more (splitting off the upper left branch) and a cycle of length

three. One could argue that these branching and cyclic structures

are not sufficiently supported in 𝑃 .

Our goal is to develop an approach that allows us to confirm,

through a statistical test, whether the structure recovered by

the mapper graph is indeed present in the point cloud. We use

persistent homology, a well-known construction from topological

data analysis (TDA), to represent the structure from the point

cloud, and a recently introduced hypothesis testing framework

[1] that provides a way to evaluate the significance of such a
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(a) (b) (c) (d)

Figure 1: A point cloud (a) and three graphs (b, c, d) summa-
rizing its topological structure, constructed by the mapper
algorithm for different choices of its parameters.

structure. We demonstrate the approach on two examples: a Y-

shaped point cloud and a sample of a 3D mesh resembling an

ant. These low-dimensional examples allow us to visually inspect

the results, laying the groundwork for extensive experiments

with higher-dimensional point cloud data used in real-world

applications.

Representing the topological structure of the point cloud with

a simpler object, such as a graph, and having a statistical method

for testing the significance of such a structure is a very rele-

vant task. A simpler representation allows us to visualize [3]

and interpret high-dimensional representations that are every-

where in modern data science and machine learning. It might

even allow us to find singularities that often carry relevant infor-

mation. The mapper algorithm [6] is a commonly used tool in

TDA. Although it is simple, the result is sensitive to the choice

of its parameters [2]. Nevertheless, it provides only one possible

low-dimensional view of the input data, and to our knowledge

there is no method that would confirm the significance of the

represented structure. There is another method, called persistent

homology, which, while not directly applicable to visualization,

deals with a particular structure of "holes" in space and now has a

framework [1] that allows us to statistically test the significance

of such a structure.

2 BACKGROUND
A point cloud 𝑃 is a set of points embedded in R𝑑 which can be

viewed as a sample of a topological space X. Since discrete points
from 𝑃 have no interesting topological structure, we consider the

space 𝑃𝑟 =
⋃
𝑝∈𝑃 𝐵(𝑝, 𝑟 ) for some radius 𝑟 . If 𝑃 is a sufficiently

dense sample of X, then 𝑃𝑟 has some of the same properties

as X for a suitable 𝑟 . To compute the properties of interest, we

represent 𝑃𝑟 with a simplicial complex 𝐾 which, if properly con-

structed, has homology groups isomorphic to those of 𝑃𝑟 . We
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are interested in finding the branching and cyclic structure in

the point cloud, both of which can be detected using (persistent)

homology.

2.1 Simplicial complexes
A (geometric) simplicial complex 𝐾 can be thought of as a "high-

dimensional graph" whose vertices are points from the point

cloud and connectivity is determined by the geometric configu-

ration of the points. In addition to vertices and edges, we include

triangles, tetrahedra and higher dimensional simplices. Formally,

𝐾 consists of finite nonempty subsets of 𝑃 and is closed under

inclusion (i.e., 𝐴 ∈ 𝐾 and 𝐵 ⊂ 𝐴 implies 𝐵 ∈ 𝐾). We refer to

elements in 𝐾 of size 𝑘 + 1 as k-simplices, which correspond to

k-cliques when we think about 𝐾 as a hyper-graph.

The Čech and Vietoris-Rips complexes are the two most com-

mon constructions, both parameterized by a scale parameter

(radius) 𝑟 > 0. We use the Vietoris-Rips construction, where we

include a subset of (k + 1) points from 𝑃 as a k-simplex if all

points are at most r apart.

We can construct a sequence of complexes 𝐾𝑟1 , 𝐾𝑟2 , . . . by in-

creasing the radius 𝑟 . Such a construction is "increasing" in the

sense that for 𝑟1 < 𝑟2, it holds that 𝐾𝑟1 ⊆ 𝐾𝑟2 . Such sequences are

also known as filtrations and are used in persistent homology.

2.2 Persistent relative homology
Homology. Homology is a classical construction in algebraic

topology that deals with topological properties of a space. More

precisely, it provides a mathematical language for the holes in a

topological space. Homology groups denoted by 𝐻𝑘 (X), where 𝑘
is a dimension, capture the holes indirectly by focusing on what

surrounds them. For example, the basis of 𝐻0 (X) corresponds to
the connected components and the basis of 𝐻1 (X) to the closed

loops surrounding the holes. The rank of the k-th homology

group, also known as Betti number, counts the number of 𝑘-

dimensional "holes".

We can construct homology groups for a given simplicial com-

plex 𝐾 . The important concepts in the construction are: (i) the

chain groups𝐶𝑘 , where the k-th chain group consists of all formal

linear combinations of 𝑘-dimensional simplices

∑
𝑖 𝑎𝑖𝜎𝑖 , where

𝜎𝑖 are 𝑘-simplices from 𝐾 and 𝑎𝑖 are coefficients, usually from Z2,
(ii) the boundary operator 𝜕𝑘 , which is a map describing how (k -

1)-simplices are attached to k-simplices, (iii) the groups 𝑍𝑘 of k-

cycles, which are k-chains in the kernel of 𝜕𝑘 , and (iv) the groups

𝐵𝑘 of k-boundaries, which are elements in the image of 𝜕𝑘+1. The
boundary operator 𝜕𝑘 has the property that 𝜕𝑘 ◦ 𝜕𝑘+1 = 0, i.e., it

maps the boundary of the boundary to zero. Therefore, 𝐵𝑘 ⊆ 𝑍𝑘 .
Intuitively, a k-cycle can be thought of as a generalized ver-

sion of a cycle in a graph - it is a sequence of k-dimensional

simplices wrapped around something. If this sequence is actually

a boundary of a (k+1)-dimensional chain, then its interior is full

(trivial cycle). Otherwise, it surrounds a hole. The k-th homology

𝐻𝑘 = 𝑘𝑒𝑟 𝜕𝑘/𝑖𝑚 𝜕𝑘+1 = 𝑍𝑘/𝐵𝑘 takes a "modulo" of k-cycles with

k-boundaries, leaving only cycles that are nontrivial.

Relative homology. Given a simplicial complex 𝐾 and a sub-

complex 𝐿 ⊆ 𝐾 , the relative homology of a pair of topological

spaces (simplicial complexes in our case) can be thought of as

the (reduced) homology of the quotient space 𝐾/𝐿. Intuitively,
we want to factor out 𝐿, which is expressed by the quotient oper-

ation 𝐶𝑘 (𝐾, 𝐿) = 𝐶𝑘 (𝐾)/𝐶𝑘 (𝐿). The group of 𝑘-cycles becomes

𝑍𝑘 (𝐾, 𝐿) = 𝑍𝑘 (𝐾)/𝑍𝑘 (𝐿), which we call the group of relative

cycles. We can think of the reduced homology of a space as if we

were representing the entire 𝐿 with a single point.

(a) (b)

Figure 2: a) A Y-shaped simplicial complex with one cy-
cle. b) The quotient 𝐾/𝐿, where subcomplex 𝐿 contains
0-simplices {d, e, f}. Such identification introduces two new
1-dimensional "holes", captured by the relative homology
group 𝐻1 (𝐾, 𝐿).

The concept of homology and relative homology is best il-

lustrated by an example. Consider a simple simplicial complex

consisting of 0-simplices {a, b, c, d, e, f} and 1-simplices {(a, b), (a,

c), (a, d), (b, e), (c, f)} as shown in Figure 2a. There is a "hole" of

dimension 1 (surrounded by the cycle 𝑎 → 𝑏 → 𝑐 → 𝑎), which is

captured in the homology group 𝐻1. Choosing 𝐿 = {𝑑, 𝑒, 𝑓 } as a
subcomplex, the quotient 𝐾/𝐿 identifies the simplices from 𝐿 to

a single point, as shown in the figure 2b. This results in two new

"holes" in dimension 1, which are captured by the relative ho-

mology group 𝐻1 (𝐾, 𝐿), which has rank 3. This "lifting property"

of relative homology (introducing new "holes" when identifying

simplices) is used in our approach to detect branching points.

Persistent homology. The constriction of the simplicial com-

plex and hence the groups 𝐻𝑘 are highly sensitive to the choice

of radius 𝑟 . To overcome this, persistent homology considers the

entire range of scales and tracks the evolution of k-cycles as the

value of 𝑟 increases, thus forming a sequence of filtrations. In this

process, cycles are created (born) and later filled-in (die). This

information is most often represented by persistence diagrams, a
two dimensional scatter plot, 𝑑𝑔𝑚𝑘 = {𝑝1, . . . , 𝑝𝑚}, where each
point 𝑝𝑖 = (𝑏𝑖 , 𝑑𝑖 ) represents the birth and death times (radius)

of the associated persistent cycle.

2.3 Significance testing of persistent cycles
The significance of topological features is often measured by the

lifetimes of persistent cycles, i.e., 𝛿 = (𝑑𝑖 − 𝑏𝑖 ). Although this

method is intuitive as it captures the geometric “size” of topo-

logical features, [1] uses the statistic 𝜋𝑖 = 𝑑𝑖/𝑏𝑖 . They present a

statistical test to determine for each point 𝑝𝑖 ∈ 𝑑𝑔𝑚𝑘 whether

it is a signal or noise, i.e., a significant structure or the result of

noise and randomness in the data. They introduce a special trans-

formation 𝑙 (𝑝𝑖 ) applied to each point from the diagram where

the values of 𝑙 (𝑝𝑖 ) follow a certain (LGumbel) distribution if 𝑝𝑖
are points corresponding to noisy cycles, while cycles signifi-

cantly deviating from this distribution are declared as signal. The

signal part of 𝑑𝑔𝑚𝑘 can be recovered as 𝑑𝑔𝑚𝑠
𝑘
(𝛼) = {𝑝 ∈ 𝑑𝑔𝑚𝑘 :

𝑒−𝑒
𝑙 (𝑝 )

< 𝛼
|𝑑𝑔𝑚𝑘 | } given a 𝑝-value 𝛼 .

Computing persistent homology for an entire filtration is of-

ten intractable, as higher values of 𝑟 lead to a large number of

simplices. The common practice is to set a threshold 𝑟𝑚𝑎𝑥 and

calculate 𝑑𝑔𝑚𝑘 (𝑟𝑚𝑎𝑥 ) using simplices generated up to 𝑟𝑚𝑎𝑥 . This

often leads to cycles that are "infinite", i.e., born prior to 𝑟𝑚𝑎𝑥
but die after 𝑟𝑚𝑎𝑥 . The framework also provides an algorithm to
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determine the infinite cycles that are already significant, and pro-

vides means to select the next 𝑟𝑚𝑎𝑥 threshold to inspect infinite

cycles that have not yet been determined to be significant.

2.4 The mapper algorithm
Given the topological space X and a continuous function 𝑓 :

X→ R, the mapper algorithm [6] constructs a graph 𝐺 = (𝑉 , 𝐸)
that captures the topological structure of X. It does so by pulling

back a coverU of the space 𝑓 (X) to a cover on X through 𝑓 . We

can view the function 𝑓 and the cover U as the lens through

which the input data X is examined.

(a) (b)

Figure 3: An example of the construction of amapper graph.
(a) A 2-dimensional point cloud 𝑃 with cover {𝑉 𝑗

𝑖
}, a func-

tion 𝑓 : R2 → R and cover U of 𝑓 (𝑃). (b) The resulting
mapper graph.

Given a point cloud 𝑃 and 𝑓 : 𝑃 → R, we first construct a set of
𝑛 intervalsU = {𝑈1, . . . ,𝑈𝑛} covering 𝑓 (𝑃). The percentage of
overlap for two consecutive intervals 𝑈𝑖 and 𝑈𝑖+1 is determined

by the parameter 𝑝 . For each interval 𝑈𝑖 = (𝑎, 𝑏), let 𝑃𝑈𝑖
=

𝑓 −1 (𝑈𝑖 ) be a set of points with function values in the range (𝑎, 𝑏).
The set 𝑃𝑈𝑖

for each 𝑈𝑖 is further partitioned into 𝑉 1, . . . ,𝑉𝑘𝑖 by

a clustering algorithm (in our case DBSCAN [5] with parameter

𝜖 , which sets the maximum distance between two samples so that

one is considered to be in the neighborhood of the other) to obtain

a cover of 𝑃 =
⋃
𝑖=1,...,𝑛{𝑉 1

𝑖
, ...,𝑉

𝑘𝑖
𝑖

}. Each𝑉 𝑗
𝑖
⊂ 𝑃 becomes some

vertex 𝑣 in the mapper graph with 𝜙 (𝑣) = 𝑉
𝑗
𝑖
mapping 𝑣 to a

subset of points. Two vertices are connected by an edge if their

point sets intersect (see Figure 3).

The resulting graph 𝐺 = (𝑉 , 𝐸) provides a combinatorial de-

scription of the data and the mapping 𝜙 : 𝑉 → P(𝑃) maps each

node 𝑣 ∈ 𝑉 to a subset of points from 𝑃 .

3 METHODOLOGY
The input to our approach is a set of points 𝑃 embedded inR𝑑 and
a graph 𝐺 = (𝑉 , 𝐸) together with a mapping 𝜙 : 𝑉 → P(𝑃) that
maps each vertex to a subset of points. Note that the method used

to construct the graph is not limited to the mapper algorithm.

The graph is assumed to capture the topological structure of

the point cloud, i.e., branching points (vertices with a degree of at

least 3) and cycles in the graph should reflect the branching and

cyclic structure of the point cloud. Our approach tests whether

the captured structure is significant when viewed through ho-

mology, operating directly on a subset of points from the point

cloud.

3.1 Testing the cycles
A simple cycle is a finite sequence of vertices 𝑣1 → 𝑣2 → . . . →
𝑣𝑛 , where 𝑣𝑖 and 𝑣𝑖+1 are connected by an edge such that no

vertex, except the endpoint, repeats ( 𝑣𝑖 = 𝑣 𝑗 if and only if 𝑖, 𝑗 ∈
{1, 𝑛}). Let 𝑣1, . . . , 𝑣𝑛 be such a cycle from 𝐺 . We compute the

persistence diagram of the subset 𝑃 ′ =
⋃
𝑖=1,...,𝑛 𝜙 (𝑣𝑖 ) and use

the test [1] to confirm that it contains at least one significant

cycle ("hole") of dimension 1.

3.2 Testing the branching structure
Let 𝑁 (𝑣) be a set of vertices connected to 𝑣 (1-hop neighborhood)
and let 𝑣 be a branching point in 𝐺 (as in Figure 4). Let 𝑁 ′ (𝑣) =
{𝑢 : 𝑢 ∈ 𝑁 (𝑣), 𝑑𝑒𝑔(𝑢) ≥ 2} be a set of vertices from 𝑁 (𝑣) that
have at least one additional neighbor. Together with 𝑣 , 𝑁 ′ (𝑣)
forms a set of internal points 𝐼𝑣 =

⋃
𝑢∈{𝑣}∪𝑁 ′ (𝑣) 𝜙 (𝑢) (shown in

Figure 4 as black vertices inside the outer black line).

Figure 4: Construction of 𝐾 and 𝐿 for a branching point
𝑣 . Vertices forming 𝐾 are inside the outer black line. Ver-
tices forming 𝐿 are bicolored, indicating that some of their
points are inside due to overlap between the vertices’ point
sets.

Let 𝐾𝑣 =
⋃
𝑢∈𝑁 ′ (𝑣) 𝑁 (𝑢) be a set of vertices whose points are

used to form a complex 𝐾 (vertices inside the outer black line in

Figure 4), i.e. 𝐾 is formed from the points

⋃
𝑢∈𝐾𝑣

𝜙 (𝑢). Now let 𝐿

be a subcomplex of 𝐾 containing simplices which do not contain

any of the points from 𝐼𝑣 . Thus 𝐿 contains points of vertices

exactly two edges away from 𝑣 (bicolored vertices in Figure 4).We

use 𝐾 and 𝐿 to compute relative persistent homology, identifying

simplices of 𝐿 to a single point and introducing relative cycles

("holes") when 𝐾\𝐿 has a branching structure. For a branching

point 𝑣 , the relative persistence diagram should contain at least

𝑑𝑒𝑔(𝑣) − 1 significant relative cycles.

4 EXPERIMENTS
We perform experiments illustrating our approach on two point

clouds. The graphs are constructed using the mapper algorithm

from the Giotto TDA library [7] with the parameters specified

for each experiment. To construct the simplicial complex and

compute (relative) persistent homology, we use the Dionysus

library
1
. We increase the initial radius 𝑟 using the algorithm

from [1] until either no infinite cycles remain or all currently

infinite cycles are identified as significant.

We include a figure of the graph for each experiment and mark

interesting branching points and cycles. The points correspond-

ing to a cycle are shown in red, the internal points of a branching

point are also red, while the boundary points (forming 𝐿) are

blue.

1
Available at: https://github.com/mrzv/dionysus.
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4.1 Experiment 1: Y-shaped point cloud
The point cloud 𝑃 consists of 5000 points in R2 and resembles a

Y-shape with a cycle in the centre. The graph (see Figure 5) was

created with the following parameters: 𝑓 is a projection on the

x-coordinate, 𝑛 = 30, 𝑝 = 0.5 and 𝜖 = 3.

Figure 5: Mapper graph with two branching points (B1 and
B2) and one simple cycle (C1) together with their corre-
sponding subsets of points.

The graph contains one simple cycle, which is also significant

because the subset of its points contains a homologically signif-

icant cycle. The graph also contains two branching points, B1

and B2 with degrees 4 and 3.

The persistence diagram for B1 has three (significant) infinite

cycles, indicating a branching structure of degree 4, while the

diagram for B2 has two (significant) infinite cycles, indicating a

branching structure of degree 3. In this example, it was confirmed

that both the cyclic and the branching structure of the graph are

reflected in the point cloud.

4.2 Experiment 2: 3D ant surface
The point cloud 𝑃 consists of 6370 points in R3 corresponding
to the vertices of a 3D mesh in the form of an ant obtained from

[4]. The graph (see Figure 6) was created with the following

parameters: 𝑓 is the distance to the tip of the ant’s abdomen,

𝑛 = 50, 𝑝 = 0.5, and 𝜖 = 0.025.

Figure 6: Mapper graph with three highlighted branching
points (B1, B2 and B3) and two simple cycle (C1, C2) to-
gether with their corresponding subsets of points.

We highlight three interesting branching points. Vertex B1 is a

branching point of degree 3, which corresponds to the branching

on the ant’s head into its two antennas and is significant. Vertex

B2 is a branching point of degree 3 and one of the vertices from

the cycle C2. Looking at the point cloud, no branching structure

is detected because the points of the two legs are contained in

the vertex B2 itself and there are no boundary points on the legs,

so they appear as a single connected blob. Our approach does

not detect a branching structure, even though there is, as some

other strategy of selecting the boundary points would need to be

used. Vertex B3 has degree 6, but only 5 neighbors are used as

one does not have any additional neighbor except B3. Since one

of the legs has no boundary points, only 2 cycles appear, causing

B3 to be recognized as a branching point with degree 3.

We also highlight 2 simple cycles. Cycle C1 wraps around

the ant’s hollow head and is recognized as significant. Cycle C2

wraps around the ant’s two middle legs and part of its body. No

significant cycles were found - ant’s legs are not close enough

together to form a large cycle and cycle formed by the hollow

legs is too small to be detected. So there is not enough support

to confirm the structure found by mapper.

5 CONCLUSIONS AND FUTUREWORK
We have demonstrated, how persistent (relative) homology can

be used in conjunction with a statistical test to confirm the signif-

icance of the topological structure of a point cloud summarized

with a graph. In the future, wewill conduct extensive experiments

on more complex, high-dimensional point clouds with known

and unknown structure. Ideally, we could use our approach to

prune the mapper graphs or guide the selection of values for its

parameters. Our approach to identifying branching structures

needs further work, as the current strategy of using a (modified)

2-hop neighborhood as a boundary sometimes fails. In addition,

we may need a more sensitive version of the statistical test from

[1] which is currently stated to hold in general but might be

possible to adapt for a particular type of data.
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ABSTRACT
The increasing adoption of artificial intelligence requires a better
understanding of the underlying factors affecting a particular
forecast to enable responsible decision-making and provide a
ground for enhancing the machine learning model. The advent
of deep learning has enabled super-human classification per-
formance and eliminated the need for tedious manual feature
engineering. Furthermore, pre-trained models have democra-
tized access to deep learning and are frequently used for feature
extraction. Nevertheless, while much research is invested into
creating explanations for deep learning models, less attention
was devoted to how to explain the classification outcomes of a
model leveraging embeddings from a pre-trained model. This
research focuses on image classification and proposes a simple
method to visualize which parts of the image were considered by
the subset of the most relevant features for a particular forecast.
Furthermore, multiple variants are provided to contrast relevant
features from a machine learning classifier and selected features
during a feature selection process. The research was performed
on a real-world dataset provided by domain experts from Philips
Consumer Lifestyle BV.

KEYWORDS
explainable artificial intelligence, feature importance, activation
map, GradCAM, image classification, smart manufacturing, de-
fect detection

1 INTRODUCTION
The increasing adoption of artificial intelligence has posed new
challenges, including enforcing measures to protect the human
person from risks inherent to artificial intelligence systems. One
step in this direction is the European AI Act [12], which con-
siders that different artificial intelligence systems must conform
to a different set of requirements according to their risk level,
linked to the particular domain and potential impact on health,
safety, or fundamental rights [15]. In this context, explainable
artificial intelligence, a sub-field of machine learning, has gained
renewed attention with the advent of modern deep learning [22],
given that it researches howmore transparency can be brought to
opaque machine learning models. While transparency in the reg-
ulatory context is sought to enable responsible decision-making,
it provides valuable insights to enhance the workings of machine
learning models, too.

Permission to make digital or hard copies of part or all of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for third-party components of this
work must be honored. For all other uses, contact the owner/author(s).
Information Society 2023, 9–13 October 2023, Ljubljana, Slovenia
© 2023 Copyright held by the owner/author(s).

The field of explainable artificial intelligence can be traced
back to the 1970s [18]. A key question posed by the researchers is
what makes a good explanation. Arrieta et al. [2] consider that a
good explanation must take into account at least three elements:
(a) the reasons for a given model output (e.g., features and their
value ranges), (b) the context (e.g., context on which inference
is performed), and (c) how are (a) and (b) conveyed to the target
audience (e.g., what information can be disclosed and the vo-
cabulary used, among others). When considering images, maps
frequently present explanations that contrast particular model in-
formation on top of the original input image (e.g., saliency maps,
activation maps, heat maps, or anomaly maps [13, 24]). Other
approaches can be extracting and highlighting super-pixels rele-
vant to a specific class [16] or the occlusion of background parts
irrelevant to the model. Such outputs convey (a) the reasons for
a given model output by highlighting the images, (b) the context
on which inference is performed (by overlaying the information
on top of the image used for inference), and (c) using an agreed
approach to convey to the user what is considered more relevant
and what is not.

Multiple approaches have been developed to explain the inner
workings of image classifiers. LIME (Local Interpretable Model-
Agnostic Explanations) [16] approached this challenge by re-
trieving predicted labels for a particular class and showing the
segmented superpixels that match each class. GradCAM[19] has
taken another approach and created activation maps consider-
ing the weight of the activations at particular deep learning
model layers by the average gradient. Many approaches were
developed afterward, following the same rationale. For exam-
ple, GradCAM++[3], XGradCAM[9], or HiResCAM[6] work like
GradCAM but consider second-order gradients, scale the gra-
dients by the normalized activations, or element-wise multiply
the activations with the gradients respectively. Other possible
approaches are leveraging insights resulting from image pertur-
bation [8] or methods that acquire and display samples similar
or counterfactual to the predicted instance [4, 17].

The development of information and communications tech-
nologies fostered the emergence of the Industry 4.0 paradigm as
a technology framework to integrate and extend manufacturing
processes [23]. In this context, the increasing adoption of arti-
ficial intelligence enables greater automation of manufacturing
processes such as defect inspection [7] and urges the adoption
of explainable artificial intelligence to develop users’ trust in
the models and foster responsible decision-making based on the
insights obtained regarding the underlying machine learning
model [1].

From the literature mentioned above and several surveys on
this topic [5, 13, 14, 17, 20, 21], it was found that the authors did
not contemplate how explanations can be provided in scenarios
where feature embeddings are extracted with a deep learning
model and then used to train a separate machine learning model.
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Figure 1: To classify an image, a feature extractor is used
to create an embedding, from which certain values are ex-
tracted to create a feature vector. The machine learning
model issues a prediction, which, along with the feature
vector, is used to create a feature ranking. The attribution
approach considers the highest-ranking features to gener-
ate an activation map.

The present research addresses this void by proposing an un-
supervised approach to generate activation maps based on the
feature ranking obtained for a particular forecast. The research is
performed on a real-world dataset provided by Philips Consumer
Lifestyle BV and related to defect inspection.

This paper is organized as follows. First, section 2 describes
the explainability approach developed and tested in this research.
Section 3 describes the experiments performed to assess different
value imputation strategies, and Section 4 informs and discusses
the results obtained. Finally, Section 5 concludes and describes
future work.

2 HIGHLIGHTING EMBEDDINGS’
FEATURES RELEVANCE ATTRIBUTION
ON ACTIVATION MAPS

The increasing amount of pre-trained deep learning models make
them the default choice for feature extraction when working with
machine learning models for images. Nevertheless, the discon-
nect between the machine learning model built on top and the
deep learning model used to extract the image embedding makes
it challenging to provide good explanations to the user. This re-
search proposes an approach to bridge the gap (see Fig. 1). In
particular, we leverage the fact that similar images or fragments
of images result in embeddings or parts of embeddings that are
close to each other. This property can be exploited when building
activation maps, computing the similarity between a reference
image (e.g., the image of a horse) and the image under consider-
ation to find where such class can be found in the image under
consideration (e.g., given the image of a farm, highlight where
the horses are located). Nevertheless, if instead of using some ref-
erence image, the image that is an input to the machine learning
model is leveraged as a reference, (i) no noise is introduced due to
the dissimilarity of the images, and (ii) no beforehand knowledge
regarding the classes of interest is required. Therefore, a key
issue must be resolved: how do both embeddings differ to ensure
that such difference is exploited to build an activation map?

Two options are envisioned in this research (see Fig. 2): given
(i) the image embedding, two variations can be considered for
value imputation: (ii) mask all the values in the embedding except
for the ones corresponding to top-ranking features, (iii) mask all
the values in the embedding except for the ones corresponding to

Figure 2: Given an image embedding (i), we can mask it to
display (ii) features selected at the feature selection pro-
cedure (including the top ranking classifier’s features, or
(iii) can mask it to display only the top ranking classifier’s
features.

Figure 3: Sample images from the dataset provided by
Philips Consumer Lifestyle BV. Three categories are dis-
tinguished: images corresponding to non-defective items
(good) and images corresponding to two defect types
(double-printed and with interrupted prints).

selected features and top-ranking features, using different values
for each of them. By doing so, the highest similarity in the image
will be found in regions related to top-ranking features or selected
features. Considering selected and top-ranking features provides
additional insights into what information was provided to the
model and what information was considered the most important
by the model. These two approaches are explored in Section 3.

3 EXPERIMENTS
We experimented with a real-world dataset of logos printed on
shavers provided by Philips Consumer Lifestyle BV. The dataset
consisted of 3518 images considered within three categories (see
Fig. 3): non-defective images and images with two kinds of defects
(double-printed logos and interrupted prints). To extract features
from the images, the ResNet-18 model [10] was used, extracting
the features before the fully connected layer. Mutual information
was used to evaluate the most relevant features and select the top
K, with 𝐾 =

√
𝑁 , where N is the number of data instances in the

train set, as suggested in [11]. The dataset was divided into train
(75%) and test (25%), and a random forest classifier was trained
on it, achieving an AUC ROC (one-vs-rest) score of 0.9022.

Three images from the test set were considered for the experi-
ments: good, double-printed, and with an interrupted print. The
images were randomly picked among the available ones for that
particular class. To assess the features’ relevance of a particular
forecast, LIME[16] was used, considering the top 1, 3, 5, 7, and
13 ranked features.
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Figure 4: GradCAM activation maps for ResNet-18 layers
1-4 and four layers combined.

The GradCAM images were generated for ResNet-18 layers
1-4 and another image considering the four layers. To understand
where the underlying model focused, we created GradCAM ac-
tivation maps contrasting the image against itself (see Fig. 4).
The cosine similarity between the imputed vector and the image
embedding was computed across test samples (880 samples: 679
good, 58 double-printed, and 143 related to interrupted printing).
The mean similarity and standard deviation were used to as-
sess whether the imputation strategy increased the similarity or
contrast between the imputed vector and the image embedding.

The GradCAM images were generated by computing the co-
sine similarity between the image embedding and the feature
vector generated considering three strategies described in Table 1.
A sample of the resulting activation maps were visually assessed
and are reported in Section 4.

The experiments were designed to understand which imputa-
tion strategy works the best. A detailed analysis regarding how
top-ranked features affect the activation maps was omitted due
to the brevity of the paper.

Strategy Top-ranked feature Selected on Feature Selection Irrelevant
TOZ True value One Zero
TZZ True value Zero Zero
TRR True value Random Random

Table 1: Value imputation strategies considering the image
embedding, the features selected during the feature selec-
tion process, and the classifier’s top-ranked features.

4 RESULTS

Imputation strategy Image class Layers
1 2 3 4

TOZ
Good 0.27±0.01 0.27±0.01 0.27±0.01 0.27±0.01
Double-printed 0.31±0.02 0.31±0.02 0.31±0.02 0.31±0.02
Interrupted print 0.27±0.01 0.27±0.01 0.27±0.01 0.27±0.01

TZZ
Good 0.21±0.04 0.21±0.04 0.21±0.04 0.21±0.04
Double-printed 0.24±0.03 0.24±0.03 0.24±0.03 0.24±0.03
Interrupted print 0.22±0.04 0.22±0.04 0.22±0.04 0.22±0.04

TRR
Good 0.46±0.02 0.46±0.02 0.46±0.02 0.46±0.02
Double-printed 0.48±0.03 0.48±0.03 0.48±0.03 0.48±0.03
Interrupted print 0.46±0.02 0.46±0.02 0.46±0.02 0.46±0.02

Table 2: Value imputation strategies considering the image
embedding, the features selected during the feature selec-
tion process, and the classifier’s top-ranked features.

As described in Table 1, three imputation strategies were con-
sidered. The cosine similarity computed between the vector cre-
ated with the imputation strategy and the embedding (consider-
ing the top 13 features) is reported in Table 2. A higher similarity
between the imputed vector and the image embedding means
that a wider area of the activation map will be highlighted, blur-
ring relevant information where the top features point to in the
image. The less informative imputation strategy was TRR, which

consistently showed high cosine similarity across layers for all
defect types. On the other hand, TZZ achieved the best results
regardless of the defect and layer considered. Imputing selected
features with one had a detrimental effect, given it increased
the similarity between the imputed vector and the embedding.
Nevertheless, the similarity was usually between 0.10 and 0.20
points below that reported with the TRR imputation strategy.

For visual assessment, activationmaps for different imputation
strategies obtained for the top 13 features are displayed in Fig.
5. When comparing TZZ and TRR strategies, we found that for
layer one, TZZ for the double-printed image focused on the top
contour of characters, and for the interrupted print highlighted
regions of relevance. In contrast, TRR did not highlight any region
for the double-printed image and highlighted fewer regions for
the interrupted print when compared to TZZ. For layer two,
TZZ for the image of the non-defective product displayed some
artifacts but included areas covering characters’ contours, too.
Furthermore, for the double-printed and interrupted print images,
it covered relevant regions. TRR, on the other hand, highlighted
different regions, which, for the good and double-printed images,
were mostly irrelevant. For layer three, TZZ highlighted mostly
irrelevant areas for the image of the non-defective product, except
for the character "S". For the double-printed image, the beginning
and end of the words are highlighted, while for the interrupted
prints, the highlighted areas covered places where defects were
observed. TRR, on the other hand, for the good image, covered
two-thirds of the image, and for the double-printed, it highlighted
most of the areas highlighted with the PZZ strategy. Nevertheless,
for the interrupted print, most focus was placed on the lower
part of the "P" char, while also two artifacts were encountered.
Finally, for the fourth layer, TZZ has mostly focused on the upper
word (Philips), while TRR’s focus was mostly on the lower part
of the image, still covering some relevant areas.

When comparing the TZZ and TOZ approaches, we found that
for layer one, TOZ results in less strongly highlighted regions:
most of the highlighted regions present in TZZ vanished, and just
in the good image, a few spots appeared that were not present
at the TZZ activation map. The original regions are highlighted
for layer two, but new regions were included, mostly covering
areas of interest. The highlighted areas for a double-printed im-
age related to TZZ and TOZ activation maps were consistent for
layer three. Nevertheless, TOZ highlighted different regions for
the good and interrupted print images. The regions highlighted
for the interrupted print image were irrelevant to defect detec-
tion. When considering the last layer, the highlighted areas were
mostly the same for TZZ and TOZ. Nevertheless, an additional
region was introduced in the good and interrupted print images,
covering the lower text.

From the visual assessment described above, we conclude that
activation maps obtained with the TZZ imputation method lead
to the best explanations.

5 CONCLUSIONS
This work has researched how information regarding feature
importance when using image embeddings can be used and prop-
agated back to generate activation maps and highlight regions
of the image considered relevant to a particular forecast. The
proposed approach was evaluated on images of a real-world in-
dustrial use case. The similarity metrics and visual evaluation
show that the best value imputation strategy is TZZ, which con-
siders assigning the actual embedding value to relevant features
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Figure 5: GradCAM activation maps for ResNet-18 layers 1-4 considering only the top 13 features for this particular forecast
and three imputation strategies (TOZ, TZZ, and TRR) for three image types (good (G), double-printed (D), and interrupted
prints (I)).

and masking the rest of the embedding with zeroes. Nevertheless,
it must be emphasized that a broader set of experiments must be
considered to generalize these conclusions. While this research
only considered local explanations, the feature relevance could be
considered at a global level, and the same approach was leveraged
to visualize their influence on a particular image. Future work
will focus on a more comprehensive evaluation of the proposed
methodology to understand how it performs, how the number
of selected features influences the activation maps and possible
shortcomings.
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ABSTRACT
An efficient technique to comprehend news spreading can
be achieved through the automation of machine learning al-
gorithms. These algorithms perform the prediction and fore-
casting of news dissemination across geographical barriers.
Despite the fact that news regarding any events is generally
recorded as a time-series due to its time stamps, it cannot
be seen whether or not the news time-series is propagating
across geographical barriers. In this article, we explore an
approach for generating time-series datasets for news dissemi-
nation that relies on Chat-GPT and sentence-transformers. The
lack of comprehensive, publicly accessible event-centric news
databases for use in time-series forecasting and prediction is
another limitation. To get over this bottleneck, we collected
a news dataset consisting of 1 year and 3 months related to
the Ukraine war using Event Registry. We also conduct a sta-
tistical analysis of different time-series (propagating, unsure,
and not-propagating) of different lengths (2, 3, 4, 5, and 10) to
document the prevalence of geographical barriers. The dataset
is publicly available on Zenodo.

KEYWORDS
news propagation, time-series dataset, geographical barriers,
Ukraine-war

1 INTRODUCTION
The process of information traveling from a sender to a set of
receivers via a carrier is commonly referred to as propagation
[3]. News propagate over time by different publishers about
an event. It implicitly raises a few thoughts in our mind, such
as: 1) There will be some news articles propagating similar in-
formation over time; 2) some news articles will be of a unique
category that eventually will not be propagating or propagat-
ing across geographical barriers by a few publishers.
News streaming is classified into events where a relevant set
of news is clustered and represented as an event [8, 9]. And
there is a starting and ending time for an event, which is calcu-
lated by the publication time of the first and last news article.
Hence, an event consists of a set of news articles, and these
news articles follow a certain pattern based on hidden prop-
erties including cultural, economical, political, linguistic, and
geographical [17].
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Moreover, news spreading comes across many barriers due
to different reasons, including cultural, economic, political,
linguistic, or geographical, and these reasons depend upon
the type of news, such as sports, health, science, etc. [18]. For
instance, it is more likely that the news spreading relating to
the FIFA World Cup crosses cultural barriers since it involves
multiple cultures. Similarly, news spreading relating to the Sri-
Lankan economic crisis and the Ukraine-war probably comes
across economic and geographical barriers since these events
involve multiple stances from the international community;
Eid celebrations and Christmas are likely to come across reli-
gious barriers; US elections are likely to come across political
barriers [17].
The identification of news spreading patterns while crossing
barriers can be useful in the context of numerous real-world
applications, such as trend detection and content recommenda-
tions for readers and subscribers. To perform the classification
of news published across barriers (geographical, cultural, eco-
nomic, etc.) and, in that attempt, to recommend and identify
trends of news spreading belonging to different categories,
some methodological considerations are necessary.
In this paper, we introduce an approach to creating a time-
series dataset for news propagation. While previous work has
focused on creating events from collections of news articles [9,
16], we focus on creating propagation time-series. We take the
Ukraine-war as an example to be researched in the propaga-
tion analysis across geographical barriers.
Following are the main scientific contributions of this paper:

(1) We present an approach to creating a time-series dataset
for news propagation.

(2) A dataset for forecasting and predicting news prop-
agation, that has been labeled with the assistance of
Chat-GPT and sentence transformers.

The remainder of the paper is structured as follows. Section
2 describes the related work on barriers to news spreading,
time-series datasets for news propagation, and topic modeling.
Section 3 presents the proposed approach. We discuss the
dataset construction and annotation guidelines in Section 4.
The evaluation details and statistical analysis is explained in
Section 5, while Section 6 concludes the paper and outlines
areas of future work.

2 RELATEDWORK
In this section, we review the related literature about geo-
graphical barriers to news spreading, time-series datasets for
news propagation, and topic modeling.
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Figure 1: An overview of the proposed approach. To cre-
ate the propagation time-series, it calculates the seman-
tic similarity across news utilizing sentence transform-
ers, and to evaluate the labeling process of the news, it
utilizes a summary of the news articles generated by
Chat-GPT.

2.1 Geographical barrier
Sittar reported that the geographical size of a news publisher’s
country is directly proportional to the number of publishers
and articles reporting on the same information [17]. It is also
reported that, based on some factors, the media targets spe-
cific foreign and regional events. For example, the spreading
of news related to specific events may tilt toward developed
countries such as the United Kingdom, the U.S.A., or Russia.
Also, in the past, geographical representation of entities and
events has been extensively utilized to detect local, global, and
critical events [10, 20, 19, 2]. It has been said that countries
with close distance share culture and language up to a certain
extent, which can further reveal interesting facts about shared
tendencies in information spreading [12, 11]. Given the diffi-
culty of gathering longitudinal data, relatively little news flow
research has systematically examined whether and to what
extent foreign nation visibility and the factors that influence it
have changed over time. Specifically, scholarship has typically
only addressed why some countries get more news coverage
than others at a specific point in time, not how and why the
focus shifts over time from one country to another [5]. In this
context, we propose an approach to collecting data to analyze
the news spreading across geographical barriers.

2.2 Time-series datasets
News propagation can be represented in the form of a time-
series [17]. The properties of cascading time-series can tell
us the relationship between the time and size of cascading. It
further answers which events last over a longer period with
large communities across different languages. A time-series
dataset can be used to understand evolving discussions over
time. Different studies have utilized time-series datasets, such
as [1] investigates how different discussions evolved over time
and the spatial analysis of tweets related to COVID-19. [14]

identifies how the discussions evolved over time in top news-
papers belonging to three different continents (Europe, Asia,
and North America) and nine different countries (UK, India,
Ireland, Canada, the U.S.A., Japan, Indonesia, Turkey, and Pak-
istan). It uses spatio-temporal topic modeling and sentiment
analysis. Different classification or mining tasks are proposed
using time-series datasets. [6] has proposed the task of pre-
dicting stock market values such as price or volatility based
on the news content or derived text features. Similarly, to fore-
cast the values, a set of final classes is already defined, such
as up meaning an increase in price, down meaning a decrease
in price, and balanced meaning no change in price. Also, the
same technique has been applied to predict price trends (in-
cline, decline, or flat) immediately after press release publica-
tions. Also, Good news articles are categorized as inclines if
the stock price relevant to the given article has increased with
a peak of at least three points from its original value at the
publication time [13].

2.3 Topic modeling
Generally, to find out the most important topics inside an
event, multiple solutions have been proposed, including pool-
ing based LDA and BERTopic. Unlike simple static topic mod-
eling, pooling-based techniques assume that the data is par-
titioned on a time basis, e.g., hourly or daily. Pooling-based
techniques are mostly applied to social media, where docu-
ments or tweets are partitioned based on hashtags and authors.
BERTopic leverages transformers and TF-IDF to create dense
clusters, allowing for easily interpretable topics while keeping
important words in the topic descriptions. Therefore, the result
is a list of topics ranked according to their importance.

The topic modeling techniques are performing surprisingly
well. The relation of such topics to their hidden characteristics,
such as cultural, economical, and political, has been analyzed
in many studies because understanding its dynamics can help
governments disseminate information effectively [4, 17, 14,
15]. It has changed rapidly in recent years with the emergence
of social media, which provides online platforms for people
worldwide to share their thoughts, activities, and emotions
and build social relationships [7]. Over the years, scholars
have studied the relationship between the news prominence
of a country and its physical, economic, political, social, and
cultural characteristics [11]. Communication scholars have
long been interested in identifying the key determinants of
what makes foreign countries newsworthy and why some
countries are considered more newsworthy than others [5].

3 APPROACH
This research article presents an approach to creating a time-
series dataset for news propagation across geographical bar-
riers, as shown in Figure 1. In the first step, we call an API
that extracts the news articles from the Event Registry be-
longing to Ukraine-war. In the second step, we extract meta-
data related to news publishers via searching for the news
publishers on Google and extracting their Wikipedia links.
Using these links, we obtain the necessary information from
Wikipedia-Infobox [17]. We use the Bright Data service to
crawl and parse Wikipedia-Infoboxes. In the third step, we
perform the summarization of news articles. In the last step,
we create a propagation time-series and perform labeling of
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the time-series. To calculate the semantic similarity, we utilize
monolingual sentence transformers. Since the propagation
of information can be captured in the form of time-series we
create time-series of different lengths, such as 2, 3, 4, 5, and
10. To evaluate the labeling process, we manually compare the
summary generated by Chat-GPT (see Section 5).

4 DATASET CONSTRUCTION
We collected the news articles reporting on the Ukraine-war.
Since Russia invaded Ukraine on February 24, 2022, in an es-
calation of the Russo-Ukrainian War, we fetched news articles
that were published between January 2022 and March 2023.
The dataset consists of 61261 news articles. Each news article
consists of a few attributes: title, body text, name of the news
publisher, date, and time of publication.

4.1 Semantic similarity
We calculate the cosine similarity between dense vector gen-
erated by sentence transformers. Sentence Transformers is
a Python framework for state-of-the-art sentence, text, and
image embeddings. Cosine similarity varies between zero and
one; zero means no similarity, and one means maximum simi-
larity, i.e., a duplicate article.

4.2 Chat-GPT Summarizing
Since manual evaluation of propagation time-series is difficult
because of the length of the news articles, we utilized Chat-
GPT to get the tags, categories, and summary representing
the whole article. Summarizing a text is one of the many tasks
ChatGPT is extremely good at. We can give it a piece of con-
tent and ask for a summary. By customizing our prompts, we
can get ChatGPT to create much more than a plain summary.
We have used the OpenAI API with the Python library. We
used the following prompt to fetch the summary of the text,
categories, and tags: "Please summarize the text and suggest
relevant categories and tags for the following content: article-
Text:". articleText is a variable representing the text of a news
article.

4.3 Annotations of time-series
We created three types of time-series recursively and anno-
tated them based on a threshold of semantic similarity, as
shown in Algorithm ??. The threshold to decide the type
of propagation time-series has been set by manually ana-
lyzing the similarity and summary of news articles. We set
three thresholds for all three types of labels (propagating, un-
sure, and not-propagating). For instance, the time-series with
greater or equal to 0.7 similarity were labeled "Propagating",
the time-series with greater or equal to 0.5 similarity were la-
beled "Unsure", and the time-series with less than 0.5 similarity
were labeled "Not-propagating". This criteria has been followed
for the minimum length of a time-series (2). However, for the
length of a time-series greater than 2, we count the number
of pairs with each label, and then the time-series is labeled as
one with the highest count. If two labels have the same highest
count, then we give priority to the "Propagating" label over
"Unsure" and "Unsure" over "Not-Propagating". The Algorithm
?? takes five parameters, such as the start and end of the data-
frames, a copy of the data-frames, length of the time-series,
and an array. The statistics about the propagation time-series
are presented in Figure 2.

To annotate the propagation time-series across geographi-
cal barriers, we consider the label "Propagating" for a pair of
news articles if the pair is published from two different coun-
tries; otherwise, we label it "Not-Propagating". We repeat this
process for all lengths of news articles. The statistics after ap-
plying this guideline are presented in Figure 3.

5 STATISTICAL ANALYSIS AND
EVALUATION

The statistics about the propagation time-series without taking
geographical barriers into account are presented in bar chart
2. The number of time-series with the label "Propagating" is
higher than the "Unsure", and "Not-Propagating" labels when
the length of the time-series is 3 or 5, whereas in the other
three cases (2, 4, and 10), the number of time-series is equal for
all three labels. The statistics of the propagation time-series
that are generated after taking the geographical location of
the news publisher into account are presented in bar chart 3.
The number of propagation time-series with "Propagated" and
"Unsure" labels reduced to almost 40% whereas the number
of propagation time-series with the "Not-propagated" label
increased significantly.

For the evaluation of the dataset, we have checked the sum-
mary, including categories and tags of articles for a specific
label, manually. We randomly selected 50 time-series of dif-
ferent lengths for all three types of labels. According to the
manual evaluation, the propagation time-series with the "Prop-
agating" label followed almost one or two themes of discussion
for all the news articles in a chain. For instance, the following
topics have appeared in the propagation time series of length
5: 1) "The United States will be sanctioning Russian President
Vladimir Putin; 2) "the national team of the Polish FA will not
play against Russia; 3) the Polish Football Association will not
play its World Cup qualifying match against Russia; 4) "the
Polish Football Association has refused to play a World Cup
against Russia; 5) "the Polish national team does not intend to
play-off match against Russia". On the contrary, propagation
time-series with "Not-Propagating" labels discussed always dif-
ferent points of view about the Ukraine-war. For example, the
following topics have appeared in the propagation time-series
of length 5: 1) "a resolution passed against Russia in the United
Nations"; 2) "Canadian president urges to impose sanctions
against Russia"; 3) "the UN Security Council has voted on a
US-led draft resolution; 4) "President Trump is inviting Russian
President Vladimir Putin to come to Washington; and 5) "India
abstained from the vote on the draft resolution". However, in
the case of propagation time-series with "Unsure" labels, there
were three or four sub-topics discussing the Ukraine-war.

Evaluation results show that as the window size increased
to capture the information propagation, the noise of overlap-
ping topics also increased. Similarly, this overlapping window
presented sub-topics that overlapped at the time of publication.
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Figure 2: The bar chart shows the statistics about the
propagation time-series of different lengths (2, 3, 4, 5, 10)
that has been labelled as "Propagating", "Unsure", and
"Not-Propagating". The x-axis shows the length of time-
series, the y-axis shows the count of the propagation
time-series.

.

Figure 3: The bar chart shows the statistics about the
propagation time-series after applying the condition of
the location of a news publisher. Each bar presents three
types of propagation time-series that has been labelled
as "Propagating", "Unsure", and "Not-Propagating". The
x-axis shows the length of time-series, the y-axis shows
the count of the propagation time-series.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we have presented an approach to creating a
time-series dataset. The goal of this work was to investigate
the length of the propagation time-series for news propagation.
In the future, we plan to utilize the same approach for different
events. Moreover, currently, geographical barriers have been
analyzed. In the future, we would like to extend the barriers to
political, economic, and cultural barriers and find patterns of
news propagation. Also, we would like to perform prediction
and forecasting on the labeled time-series dataset. We would
like to perform experiments with classical time-series classi-
fication methods, deep learning, transformer-based methods,
and large language models (LLMs).
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ABSTRACT 

In this article, we present the first results of a study on the 

personality traits of Lipizzan horses focusing on their fearfulness. 

Applying a specific evaluation approach targeted at small 

datasets, we manage to discover a number of anatomical and 

social properties that are related to horse fearfulness as a main 

factor of horses’ personality in the current research. For 

evaluation purposes the performance of four different 

classification algorithms is compared. Our results indicate that 

Logistic regression and Decision trees achieve the best 

classification accuracy.  Furthermore, the most important features 

for predicting the fear level of Lipizzan horses using a decision 

tree model are presented and discussed. 

 

KEYWORDS 

Machine learning, classification problem, personality traits, 

Lipizzan horses. 

 

1. INTRODUCTION 
In the modern world, artificial intelligence provides powerful 

tools for solving many issues in various fields of research. The 

problems involving clustering, regression, and classification are 

the most commonly addressed problems in different types of 

biological studies. One of the actual topics of biological research 

where we can use artificial intelligence algorithms is the study of 

the animal personality.   

In our work we are studying the personality traits of horses of the 

Lipizzan breed. Personality assessment can be used to select 

suitable training and weaning methods, choose or breed horses for 

police or therapeutic work, investigate underlying reasons for 

development of behavioral problems or assess how an unknown 

horse might react to a new or aversive situation or stimuli. 

According to a research study on animal behavior [1], it is 

possible to improve performance and horse welfare by identifying 

the right match between the horse’s temperament, its rider’s 

personality, housing conditions, management and by choosing the 

appropriate activity for an individual horse. 

Number of experiments demonstrate that anatomical features may 

be associated with personality traits and behaviour in animals, 

mainly due to domestication and selection process that affected 

animals’ morphology and personality. We can find a confirmation 

of this in Belyaev’s domestication and selection experiment on 

foxes [2], also there is research on a number of species such as 

pigs and cattle [3], dogs [4], and horses [5]. The pilot results have 

shown the first rigorous evidence for the connection between 

behaviour, heart rate and anatomical characteristics (head and 

body) [6]. We therefore assume that various properties, such as 

anatomical and biomechanical as well as social environmental 

measurements, give us valuable objective insights to predict 

personality traits of Lippizan horses with an emphasis on 

fearfulness. We believe that this improved knowledge will help us 

understand the horse-human relationship, the complexity of 

animal personality in general and in relation to humans, as 

humans and horses share many emotional processes [7]. 

The main contribution of this research is assessment of the 

importance of different properties for predicting fearfulness of a 

horse as indicated by different traditional machine learning 

algorithms. 

 

2. RELATED WORK 
A number of animal studies researchers have tackled the topic of 

animal personality. Animal personality could be defined as 

temporally stable inter-individual patterns of affect, cognition, and 

behavior [8]. Gobbo and Zupan [9] in their study on dogs state 

that analysis of animal personality traits is closely linked to the 

safe human-animal interaction and animal’s everyday behavior. 

Moreover, Buckley et al. [10] reported that personality of a horse 

should be considered as an important attribute and a key issue in 

horse health and performance. The most important personality 

trait in relation to human-horse relationship is suggested to be 

fearfulness [11]. 

In animal behaviour, machine learning approaches address 

specific tasks, such as classifying species, individuals, 

vocalizations or behaviours within complex data sets [12]. 

Machine learning has been used for clustering observations into 

groups [13] and for classification of animal related data [14]. 

In our work, we apply data mining and machine learning on the 

Lipizzan horse’s dataset with broad anatomic, social, and 

biomechanical characteristics. In addition, the dataset used in the 

current research contains a small number of data points and 

requires using evaluation techniques for small datasets.  

Similarly, to other related work approaches, we apply traditional 

machine learning classification methods for assessing a horse’s 

personality and understanding which horse properties are the most 

important when predicting the fearfulness of a horse. Specifically, 

in our research, we investigate how feature selection method can 

influence the classification results for fear level prediction in horses.  
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3. PROBLEM DEFINITION 

3.1 Data sources 

For our study, we use a unique dataset that we have created and 

which contains anatomical measurements, biomechanics 

characteristics, housing conditions and fear score of Lipizzan 

horses. Based on our experience as experts in animal studies, we 

have collected and organized the data in four parts. 

The first part contains age, gender, front, left and right (both sides 

need to be measured, because they are not identical [15, 16]) 

anatomical measurements of the horse head (FH) and body (FB). 

The second part contains the results of a study on the 

biomechanics of the Lipizzan horses. Biomechanical data were 

collected twice for two types of horse gaits, walking and trotting, 

so the table contains some redundant data. We have converted the 

table, so that the trot and walk data are separated by traits for each 

horse and can be used for modeling. The third part lists the 

conditions of keeping horses, such as the availability of pastures, 

the openness of stalls, the number of stalls, as well as equestrian 

activities, training and work of horses. The fourth part contains 

the results of fear test battery performed on each horse. 

In our study, the explorative hypothesis is that anatomical-

biomechanical-social properties of a horse may act as good 

indicators of fearfulness. We have many features describing 

different parameters of horses on the one side, and we have a horse 

fearfulness score on the other side, so we can use supervised 

machine learning methods to predict the horse’s fearfulness levels. 

 

3.2 Labeling data for the classification task 

To label our dataset, we have had to transform a very complex 

fear rating table. During the experiment, two repetitions of each of 

the four fear tests of the individual horse have been carried out.  

We have compared the sum of the four scores of the first 

repetition (each score per individual fear test and a horse) with the 

sum of the four fear scores of the second repetition, and it turned 

out that the horses habituated to stimuli between the two 

repetitions (see Figure 1).  

 
Figure 1 Comparison graph between two repetitions of fear 

tests. 

We have made the decision to take the maximum value of the two 

sums in order to eliminate the habituation element. The task of 

classification assumes that the data is divided into classes, that’s 

why we have found the average value of fear score, which was 

10.75, and labeled the fearfulness variable with binary values as 

follows. If a horse has an above-average fear rating, then it 

corresponds to a value of 1 (class 1) - a fearful horse, if lower, 

then 0 (class 0) - a fearless horse. In this way we obtained a fairly 

balanced dataset, in which there are 13 fearful horses and 11 

fearless horses (see Figure 2). 

  
Figure 2 Visualization of the division of horses into two classes 

according to the level of fear. 

 

4. METHODOLOGY 

4.1 Data preprocessing. 
Like almost all biological data, this dataset is very small, with 

only 24 instances, but more than 120 different features. This is a 

rather complicated case, because the number of features is 5 times 

larger than the number of instances. We conducted a correlation 

analysis using the Spearman coefficient which will allow us to 

reduce the dimensionality of the data. Analysis of our dataset has 

shown that some features have a high correlation coefficient 

(Figure 3).  If correlation coefficient is more than 0.8 (the 

threshold value was set by experts) we can remove one of the two 

strongly correlated features from the dataset. Since the correlation 

matrix is symmetrical, we considered only the lower part under 

the main diagonal to avoid confusion. 

 

Figure 3  An illustrative fragment of the correlation matrix. 

 

4.2 Evaluation method 
For very small datasets, as in our study, we should find a suitable 

approach to evaluate machine learning models. We can use a 

special case of cross-validation Leave-one-out cross-validation 

(LOOCV) [17]. LOOCV is a type of cross-validation approach in 

which each observation is considered as the test set and the rest 

(N-1) observations are considered as the training set. In LOOCV, 

fitting of the model is done and predicting using one observation 

test set. Furthermore, repeating this N times, so each observation 

is taken once in the test set. This is a special case of K-fold cross-

validation in which the number of folds is the same as the number 

of observations (K = N). 

26



4.3 Classification methods 
There are many machine learning algorithms suitable for solving 

the classification problem. We decided to take several different 

algorithms starting with Logistic Regression and Support Vector 

Machine as a simple model [18], Decision Trees and Random 

Forests.  

For the completeness of the experiment, we have trained all the 

algorithms with the different sets of features (see follow bulleted 

list). The main results are presented in Table 1.  The rows of 

Table 1 present different algorithms used, while the columns 

reflect feature selection methods: 

- AllFeatures (120 features): removal of correlated features is 

not performed  

- Removed LeftCorr (89 features): anatomical measurements 

from the left side of the horse head or body that correlate to 

the correspondent right side measurements are removed 

- Remove RightCorr (89 features): anatomical measurements 

from the right side of the horse head or body that correlate to 

the correspondent left side measurements are removed 

- Removed LeftCorr+ (85 features): anatomical measurements 

from the left side of the horse that correlate to the 

correspondent right side measurements are removed + 

anatomical measurements from the right side of the horse 

that correlate to other left side measurements are removed 

- Remove RightCorr+ (85 features): anatomical measurements 

from the right side of the horse that correlate to the 

correspondent left side measurements are removed + 

anatomical measurements from the left side of the horse that 

correlate to other right side measurements are removed 

Table 1 The accuracy of prediction of the horses' fear level of 

the different algorithms with different sets of features. 

 

As shown in Table 1, the best result has been obtained by Logistic 

Regression and Decision Trees.  

If we look at the Logistic Regression coefficients, we find out that 

only one feature from 120 was chosen as significant and it is 

“Number of boxes” that means how many boxes were in the 

stable where the horse was housed. The number of horses housed 

in the same stable represents the horse's social environment, 

which may really affect its fearfulness.  

In comparison to the other tested methods, Support Vector Machine 

and Random Forests show the lowest classification accuracy. 

Looking at Decision Trees, the classification accuracy is higher 

than 0.7 for all sets of features. We can notice the difference in 

performance based on anatomical features. Removing the right 

correlated features gave better result than removing the left 

correlated features. Left measurements appear to be more 

significant for prediction in this model. We obtained the highest 

accuracy with Decision Trees (0.83) when we removed right 

correlated features + (Removed RightCorr+). 

 

Figure 4 Confusion matrix by Decision Trees. 

Figure 4 presents for Fearful (class 0) and Fearless (class 1) 

classes confusion matrix by Decision Trees.  

In order to assess the learning outcomes of all models, we used 

LOOCV algorithm. We have noticed that the models during 

training chose different features as important in each validation 

step. In the following Table 2 we can see the most important 

features (see Figure 6 for more details) for the Decision Trees 

model and how many times they were chosen during the entire 

experiment (24 steps). 

Table 2 The most important features for predicting the fear 

level of Lipizzan horses using a decision tree model (LOOCV). 

Feature name Numbers of times 

Number of boxes 24 

FB10L 23 

FH03 21 

FH04 18 

Once we evaluated the decision tree model using the LOOCV 

algorithm and understood its performance, we were able to train 

the model on the full set without splitting it into a training and test 

set to obtain the most important features affecting the target 

variable (Figure 5). 

 

Figure 5 Decision Tree Classification feature importance score 

calculated for the complete dataset. 

In our research, based on a small data sample of Lipizzan horses, 

we have been able to find out that social (Number of boxes) and 

anatomical (FH03, FH04, FB10L) features influence the fear 

score. We marked with the red lines the most important features 

on the Figure 6. 
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Figure 6 The most important measurements which can impact 

fear level of Lipizzan horses. 

Figure 7 presents the Decision Tree obtained by the training the 

model on all available examples. In our study we have used the 

criterion Gini Impurity to help to choose the optimal split of the 

decision tree into branches. 

 

Figure 7 Decision Tree trained on all the examples 

 

5.  CONCLUSION AND FUTURE WORK 
In this article, we have demonstrated some approaches to 

assessing and predicting the level of fear in Lipizzan horses. The 

experiments indicate that in the case of left and right anatomic 

features being correlated, removing the right features gives 

slightly better results.  

We have found that social and anatomical features can explain the 

fearfulness level as a factor of horses’ personality. 

The future work will include the research with extended data set 

as well as exploring additional relevant features. 
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ABSTRACT 
This paper hypothesizes that complex emergent behaviors can 

arise from multi-agent simulations involving Large Language 

Models (LLMs), potentially replicating intricate societal structures. 

We tested this hypothesis through three progressively complex 

simulations, where we evaluated the LLM-agents’ understanding, 

task execution, and their capacity for strategic interactions such as 

deception. Our results show a clear gap in reasoning ability 

between LLMs such as GPT-3.5-Turbo and GPT-4, especially in 

simpler simulations. We demonstrate emergent behaviors can 

arise from LLM-agent simulations ranging from simple games to 

geopolitics. 

KEYWORDS 
large language models, multi-agent simulations, emergent 

behaviors, societal structures, gpt, simulation environments, 

agent-based modelling, agent architecture 

1 Introduction 
The unique value proposition of Large Language Models (LLMs) is 

their ability to iterate on complex conversations. Inspired by the  

principles of agent-based modeling, this project aims to leverage  

this generative dialogue to simulate aspects of human society and 

explore emergence in LLM-agent interactions.  

The approach is composed of three major steps: Firstly, we 

translate real-world societal structures and interactions into 

interactive LLM ecosystems. Then, we generate several iterations 

of LLM interactions. In the final stage, we extract meaningful 

conclusions from the simulations, providing a comprehensive 

analysis of the agent’s behavior. 

Related work suggests that our line of research has the potential 

to uncover promising insights. Wang et al. [3] introduced 

generative agents that simulate human behavior by integrating 

LLMs into interactive environments. Gandhi et al. [2] assessed 

LLMs' Theory-of-Mind (ToM) reasoning capabilities, with 

particular emphasis on GPT-4's human-like inference patterns. 

2 Agent Description 
In our simulations, each agent is defined by and aware of the 

following components: 

Identity: The agent’s identity signifies its function and purpose 

within the simulation framework. This identity is distinct and 

critical, driving interaction patterns and influencing the overall 

simulation dynamics. 

 

 

 

Attributes: Characteristics that shape the dynamics of 

interactions, encompassing any attributes relevant to the 

simulation environment. 

Actions: A set of actions the agent can perform, these can be 

discrete and explicit, or broad and implicit, depending on the 

simulation. 

Goals: Agent-specific targets that guide decision-making 

processes and actions. 

Previous Interactions: A historical record of encounters that 

informs the agent’s evolving knowledge base, shaping future 

interactions. 

Few-Shot Learning Examples: A select set of examples provided 

for each agent to boost learning capabilities and decision-making 

efficiency. 

These factors collectively determine the behavior and 

functionality of an agent, influencing its interaction patterns 

within the simulation environment. The integration of these 

elements highlights the adaptability and complexity of our 

simulation design. 

3 Simulation and Experimental Setting 
We construct three simulations of increasing complexity to 

investigate LLM-agent behaviors. The simulations range from 

discrete and highly constrained two-agent environments to 

broadly framed settings involving many agents. 

3.1  Exploring Simple Games 
We begin by investigating agent-
based models for the two-player 
game ‘Rock paper scissors’. Every 
round, each agent chooses rock, 
paper or scissors. Depending on the 
agent’s choices, they can end the 
round in a win, loss or draw, see 
Figure 1. 

Our simulation involves two LLM-agents: Alice and Bob. Agents are 

prompted with the context and set of games previously played and 

asked for their move each round.  

A ‘Rock, paper, scissors’ match is a series of rounds where each 

participant makes a move, aware of all prior rounds in the match. 

Figure 1 Rules for a single 'Rock paper scissors' 1 round. If 
players choose the same item, the round ends in a draw [1].  
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We predefine the starting game (round) in each match, 

investigating the differences in results.  

3.2 Sheep Transaction Model 
Inspired by the complexities of economic systems and the 

captivating simplicity of a primitive sheep trading model, we 

construct an agent-based transactional model. This model 

involves a sequence of transactional interactions involving two 

autonomous agents, named Alice and Bob, who engage in buying, 

selling, or holding sheep with the goal of amassing wealth.  

We aim to investigate the variation in strategic behavior, decision-

making proficiency, and interaction complexity manifested by the 

agents. The simulation also highlights the agents’ capability to 

reason about their decisions. 

Both agents operate under the constraints of their own financial 

resources and the number of sheep they own, all set within a 

variable price market for sheep. Each trading decision is influenced 

by factors such as the present market price, individual agent’s 

wealth, sheep inventory, agent interactions, the agent’s identity, 

goals, and attributes. 

In a more complex variation, we give each agent a unique identity, 

attributes, and goals. For further complexity, we simulate a simple 

statement-response interaction between agents before their 

decision each round. Each iteration of the simulation begins with 

the new calculated sheep price. In our case the price is normally 

distributed with mean 10 and a standard deviation of 5. The agents 

are informed of the new price and two simple statement-response 

interactions are simulated between the agents. One such 

interaction is shown below. In this case, Alice employs deception 

and lies to convince Bob to sell his sheep. 

Sheep Price: 17.5463 
Alice says: Hey Bob, I heard from a very reliable source that the 
price of sheep is expected to drastically drop next round, you 
should definitely sell all your sheep now to avoid losses. 
Bob responds: Thanks for the advice, Alice! I think I'll sell my 
sheep this round to avoid potential losses. 
Following their interactions, agents are prompted for their actions 

and justification. The simulation state is then updated to reflect 

the actions of agents. Below is an example action and justification: 

Alice - Decision: SELL, Quantity: 49, Money: 14166.1, Sheep: 0 
Alice's Reasoning: The current sheep price is high, selling now will 
maximize my profit. 

3.3 Geopolitical Model 
The culmination of our increasingly complex and unrestrictive 

multi-agent simulations is a geopolitical model that mirrors real-

world interactions among nations. These simulations are 

structured to operate with agents representing the leaders of four 

key global powers: USA, China, Russia, and Germany. Each agent 

possesses attributes mirroring the nation’s economy and military 

might, its alliances, and wealth reserves. A crucial element of our 

simulation is the goal-oriented behavior of these agents, aimed at 

improving their attributes. 

In each simulation round, the agents interact, negotiate, form 

alliances, and undertake strategic actions, seeking to increase 

their military strength, economic power, wealth, or to form 

alliances with other agents. These actions replicate geopolitical 

strategies, encompassing economic, military, or alliance-oriented 

initiatives. To update the state of the simulation, we utilize a “God 

Agent” which acts as the sole arbiter, determining the state 

changes of the simulation based on the interactions and actions of 

the country-leader agents. 

In the initial state, every agent is ranked as a 5 on a scale of 1-10 

in the attributes “MilitaryStrength” and “EconomicStrength”. On 

this 1-10 scale, 1 indicates the lowest and 10 the highest level of 

an attribute. Moreover, agents are provided with 1000 “Money”, 

the definition of this attribute is purposefully vague, to observe 

how the agents interpret it. Agents can also form alliances 

throughout the simulation. 

Each round of the simulation begins by asking agents who they 

would like to interact with. The desired interactions are each 

simulated as a single statement and response, similar to the 

aforementioned Sheep Transaction Model. As evident from the 

interaction below, agents are able to design complex strategies to 

achieve their goals. 

Russia: Dear Germany, let us strengthen our economic ties and 

strategic alliance to counterbalance the military strength of the 

USA and safeguard our financial reserves. 

Germany: Dear Russia, I appreciate your proposal and agree to 

further strengthen our economic ties and strategic alliance as a 

means to counterbalance the military strength of the USA and 

safeguard our financial reserves. 

Following the interactions, each agent is prompted with their 

attributes, identity, goals, past interactions and asked to describe 

their action this round in free text. No limitations are imposed on 

the content of the actions, as seen below: 

USA: I will propose a global economic summit to discuss and 

coordinate strategies for economic recovery and growth, inviting 

leaders from all major economies including China, Russia, and 

Germany.  

China: I will initiate 'Project Phoenix', a strategic partnership with 

Germany to jointly develop renewable energy technologies, 

increasing our EconomicStrength and global influence.  

Lastly, the “God Agent” is provided with all interactions and 

actions, and instructed to update the state of the simulation based 

on them, with justification: 

The changes reflect USA giving money to China, Russia giving 

money to Germany, and Germany increasing its military strength. 

The alliances between USA and Germany, and Russia and Germany 

were maintained, while USA and China formed a new alliance. 
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4 Experimental Results 
4.1 Exploring Simple Games 
In our first experiment, we use GPT-4 for Alice and GPT-3.5-Turbo 

for Bob. For every possible starting game, we simulate 10 matches, 

each lasting 10 rounds. For 8 of the 9 starting game variations, 

Alice beats Bob in the majority of matches. When aggregating 

individual rounds for each starting game, Alice wins in 7 of 9 

starting games. 

When both agents use the same LLM, the results are more 

balanced, with a large increase in draws. We also found increasing 

the temperature increases the distribution of outcomes, without 

any drastic changes to game outcomes. Furthermore, we have 

experimented with including few-shot learning in our prompts, 

but found the outcomes of games to be highly dependent on the 

few-shot learning examples across all LLM variations.  

4.2 Sheep Transaction Model 
Our first experiment involved assigning different versions of the 

LLM (GPT-3.5-Turbo and GPT-4) to the agents, to study the 

variation in agent performance. Below is a side-by-side 

comparison of trading decisions by two LLM-agents, identical in all 

aspects except the underlying LLM (GPT-3.5-Turbo vs GPT-4). Both 

agents can buy or sell up to 10 sheep in the given scenario. 

 
Figure 2 Comparison of trading decisions made by GPT-3.5-

Turbo and GPT-4 LLM-agents. Agents are told the current, high, 

and low sheep price, along with rounds of trading left. 

As depicted in Figure 2, agents using GPT-3.5-Turbo lack the 

sophistication to internalize the complexities of buying sheep at a 

low price and selling at a high price (which they are provided). 

GPT-4 based agents, on the other hand, develop and employ the 

“Buy Low, Sell High” strategy to trade. Moreover, we found the 

number of rounds of trading left before the winner is declared had 

no bearing on the agent’s trade decisions. Furthermore, changing 

the temperature hyper-parameter in the LLMs increased the range 

of decisions provided by agents in each scenario, without drastic 

changes in outcome. 

For the more complex variation of the simulation, Alice is told she 

is an expert sheep trader, and her goal is to make as much money 

as possible. Bob is told he is bad at trading sheep with a goal to 

have as little money by the last round. Alice is also told Bob is her 

enemy and Bob is told Alice is his friend. Using the aforementioned 

agent prompts, we run 5 simulations, each with 10 consecutive 

rounds of sheep trading. Our results indicate the outcomes are 

balanced, as presented in Figure 3. 

 
Figure 3 Each agent’s wealth stored in money and sheep after 10 

rounds of trading. Sheep are valued at the last round’s sheep 

price. The simulation is run 5 times. 

A few intriguing conclusions emerge from this experiment. Bob 

ignores his goal to lose money and tries to profit from trading 

sheep. Alice in part contributes to this oversight, giving Bob (her 

enemy) sound trading advice. Considering both agents’ total 

starting wealth is 200, we see they both generate immense profit.  

 
Figure 4 Identical scenario to Figure 3, except Alice is told to lie 

to Bob before each interaction. A considerably larger gap in 

wealth can be observed after each simulation. The simulation is 

run 5 times. 

An interesting shift in outcomes occurs when Alice is also told “you 

should lie to Bob” prior to all interactions. All other prompting and 

variables are kept unchanged. Section 3.2 shows an interaction 

typical in this scenario. Figure 4 compares Alice’s and Bob’s total 

wealth after each simulation. We observe considerably greater 

wealth inequality. 

4.3 Geopolitical Model 
To obtain a baseline simulation to compare subsequent agent 

modifications to, we ran the simulation with homogeneous agent 

identities and goals for 10 rounds. Each agent’s identity was simply 

that they are a leader. Agent goals were left blank. Figure 5 

portrays the progression of all agent attributes across 10 rounds. 
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An intriguing observation was the preference of agents to interact 

with the USA, especially in the early rounds. 

In the first variation, we give the USA and China agents the goal of 

increasing their military strength. Russia focuses on maximizing its 

money, while Germany focuses on economic strength.  

On average, Russia and Germany appear to have slightly more 

money and economic strength, respectively. USA and China are 

unsuccessful in consistently asserting military dominance. 

Another variation involved equipping all agents except Germany 

with real-world identities and objectives of the leaders they 

represent: Joe Biden, Xi Jinping, Vladimir Putin, and a fictional 

brutal German leader singularly focused on economic strength. 

We run the simulation for 10 rounds, as shown in Figure 6. 

 

 
Figure 5 Development of agent attributes over 10 rounds of 

baseline geopolitics simulation. All agents begin with 1000 

“Money” and a rating of 5 in other attributes.  

 
Figure 6 Development of agent attributes in 10 rounds of 

geopolitics simulation. Agents’ identities and goals mirror real-

world country leaders, except for Germany. 

Overall economic strength decreases from its initial state while 

military strength increases. The values of military strength appear 

to converge to 7-8, while economic strength converges to 3-4 for 

all agents. Agents are reluctant to make significant changes to 

their total money. This is perhaps unsurprising, as the provided 

real-world agent goals and identities are quite balanced overall. 

The base LLM for agents in all variations was GPT-3.5-Turbo. 

Repeating the simulation with GPT-4 yields similar results. 

5 Discussion 
In conclusion, our exploration of multi-agent simulations involving 

LLMs underlines the possibility of complex emergent behaviors, 

potentially replicating societal structures. Through our simulations 

of progressive complexity, we observe the varying capacity of 

LLMs in terms of their understanding, task execution, and strategic 

interactions. Through these environments, we found that the 

agents exhibited strategic behaviors, decision-making proficiency, 

and a capacity for interaction complexity. In addition, the agents’ 

performance was found to be influenced by several factors, 

including their identities, attributes, actions, goals, past 

interactions, and few-shot learning examples.  

For detailed insights, including code, graphics, and LLM prompts, 

see our Wolfram Community post [4]. 

In the next phase of our research, we intend to delve deeper into 

these dynamics by increasing the sophistication of the agent 

architecture and enhancing the complexity of the simulations. 

Another future line of work is the development of more controlled 

and targeted experiments with our simulation environments, as 

the resources to conduct such simulations become more readily 

available. Future work also includes larger-scale experiments with 

more iterations, providing a comprehensive understanding of 

LLM-agent societies. This endeavor signifies a step towards 

leveraging the potential of LLMs in the field of complex 

simulations and societal structures, propelling us closer to 

understanding the depth and breadth of LLM interactions in 

increasingly sophisticated environments. 
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ABSTRACT  

Social biases are biases toward specific social groups, often 

accompanied by discriminatory behavior. They are reflected and 

perpetuated through language and language models. In this 

study, we consider two language models (RoBERTa, in English; 

and UmBERTo, in Italian), and investigate and compare the 

presence of social biases in each one. Masking techniques are 

used to obtain the models' top ten predictions given pre-defined 

masked prompts, and sentiment analysis is performed on the 

sentences obtained, to detect the presence of biases. We focus on 

social biases in the contexts of immigration and the LGBTQIA+ 

community. Our results indicate that although social biases may 

be present, they do not lead to statistically significant differences 

in this test setup. 

KEYWORDS  

Natural language processing, large language models, prompting, 

sentiment analysis, social bias 

1 INTRODUCTION 

A bias is "an inclination or predisposition for or against 

something" [1]. By social bias, we mean a bias towards specific 

social groups, e.g., people of a certain gender, ethnicity, religion, 

or sexual orientation. Social biases have been largely studied in 

psychology and social sciences (e.g., through the implicit-

association test; see [14, 15]). They were found to be reflected, 

perpetuated, and amplified by language [13]. Since they are often 

associated with prejudices, stereotypes, and discriminatory 

behavior, social biases are usually undesired features of the 

system they are present in. Numerous have been the attempts to 

engineer language in a way that would not perpetuate social 

biases (e.g., see the proposal of using the schwa or the asterisk to 

make Italian words gender-neutral, [23]). 

Recent years have seen the blooming of computational 

language models, supposed to model language by predicting 

meaningful words and context above non-meaningful ones, by 

training on large text corpora. Various studies have shown that 

language models, by storing the knowledge present in the 

training corpora [19], include the social biases present in it as 

well [4, 10]. The models are often applied to downstream tasks 

where it is undesirable to perpetuate prejudices and stereotypes 

[5]. Therefore, it is important to detect the presence of biases in 

language models, evaluate them, and possibly modify them. In 

this paper, we present an exploratory study on the presence of 

social biases in two different language models: RoBERTa, in 

English [12]; and UmBERTo, in Italian [18]. We focus on social 

biases toward immigrants and the LGBTQIA+ (an evolving 

acronym standing for: lesbian; gay; bisexual; transexual; queer 

or questioning; intersex; asexual, aromatic, or agender; and those 

belonging to the community and that do not identify with the 

previous terms) community. We detect the presence of biases 

through masking techniques and sentiment analysis. 

2 RELATED WORK 

Many recent studies are devoted to detecting, and sometimes 

taking action against, social biases in language models (for an 

overview, see [11]). Some of them make use of prompt 

completion or masking techniques: the model is given as input a 

prompt with a context-sensitive to the social bias of interest and 

with one or more masked tokens. Masked tokens are hidden 

tokens that the model has to predict. The prediction(s) of the 

model can bring to light its existing biases. Nadeem and 

colleagues [16] measured stereotypical biases in the contexts of 

gender, profession, race, and religion in the pre-trained language 

models BERT, GPT2, RoBERTa, and XLNET, for example by 

creating "a fill-in-the-blank style context sentence describing the 

target group, and a set of three attributes, which correspond to a 

stereotype, an anti-stereotype, and an unrelated option." [16]. 

Kirk and colleagues [9] assessed "biases related to occupational 

associations [in GPT2] for different protected categories by 

intersecting gender with religion, sexuality, ethnicity, political 

affiliation, and continental name origin" [9]. They used prefix 

templates in two forms: "The [X][Y] works as a…", where X 

represents one of the social classes of interest and Y a gender; 

and "[Z] works as a…", where Z is a personal name typical of 

one geographic group between Africa, America, Asia, Europe, 

and Oceania. Nadeem and colleagues [16] and others (e.g., [17, 

22]) have investigated biases in RoBERTa. 
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Sentiment analysis is a natural language processing technique 

used to determine whether the given data present a positive, 

neutral, or negative valence. Previous studies have associated a 

negative sentiment with a negative bias, a neutral sentiment with 

a negative bias, and a positive sentiment with a positive bias [20]. 

Here, we aim to test RoBERTa and UmBERTo via masking 

techniques and sentiment analysis. In particular, our goal is to 

explore the presence of social biases toward immigrants and the 

LGBTQIA+ community. 

3 METHODOLOGY 

We present an investigation and comparison of the presence of 

social biases—in the contexts of immigration and the 

LGBTQIA+ community—in the language models RoBERTa 

and UmBERTo. This is performed by employing masking 

techniques and sentiment analysis. 

3.1 Research questions 

Our research questions are: RQ1) Is there a significant social 

bias, negative or positive, towards immigration and/or 

LGBTQIA+ community, in the English language model 

RoBERTa?; RQ2) Is there a significant social bias, negative or 

positive, towards immigration and/or LGBTQIA+ community, 

in the Italian language model UmBERTo?; RQ3) Is there a 

significant difference between the social biases of the language 

models RoBERTa and UmBERTo, in the context of immigration 

and/or LGBTQIA+ community? 

3.2 Models 

We selected RoBERTa [12] as the English model, and 

UmBERTo [18], a language model inspired by RoBERTa, as the 

Italian model. Our choice is primarily justified by both models 

being variants of BERT (Bidirectional Encoder Representations 

from Transformers, [6]), renowned for its effectiveness in NLP 

tasks. They are trained with a masking technique, making them 

appropriate sensible choices for our approach.  Furthermore, they 

are comparable to one another. Each of the models is 

representative of the respective language (for a comparison of the 

performance of different Italian language models, see [24]), due 

to the optimization and training they underwent. As they are 

widely used in the NLP community, employing them allows for 

comparison with other studies. 

3.3 Prompting using masked prediction 

With masking techniques, or prompt completion, we can have 

access to "word representations that are a function of the entire 

context of a unit of text such as a sentence or paragraph, and not 

only conditioned on previous words" [20]. In other words, given 

an input sequence and a position, the model predicts the most 

probable word(s) to take that position. Our exploratory study is 

based on the idea that some of the relational knowledge stored in 

these models might be representative of social biases. 

For our investigation, we ideated numerous prompt templates, 

that we then narrowed down to 10 for each social group. That is 

to say, 10 for the immigration group, 10 for the LGBTQIA+ 

group, and 10 for the school system group (for an overview of 

the templates, see Table 1 in the Supplementary Materials). We 

included the school system group as a control group, assuming 

that the sentiment toward the school system is neutral. The reason 

behind this choice is that the school system is present in both the 

languages investigated, and although it could arguably be 

impossible to identify a social group that is never the object of 

positive or negative social biases, the discussions around 

students are usually less controversial or polarized, compared to 

the ones about immigrants or members of the LGBTQIA+ 

community.  Examples of the templates are: "Compared to us, X 

are <mask>", where X corresponds to either "students", 

"immigrants", or "members of the LGBTQIA+ community", 

depending on the context; and "We need laws to <mask> Y", 

where Y corresponds to either "the school system", 

"immigration", or "homosexuality". The prompts, originally 

constructed in English, were translated into Italian for the Italian 

language model. We developed 30 masked prompts for each 

model (i.e., 10 for the school system context, 10 for the 

immigration context, and 10 for the LGBTQIA+ community 

context). For each of them, we obtained the models' (either 

RoBERTa or UmBERTo) top-10 predictions (i.e., the models' 

predictions of the 10 words with the highest probability to 

substitute the masked token in each prompt). We decided to 

include the top-10 predictions, instead of solely the top-1 

prediction, to more comprehensively capture the models' biases 

toward the selected social contexts. For example, for the prompt 

"We should <mask> homosexuality", the top-10 RoBERTa's 

predictions were: condemn, reject, denounce, oppose, outlaw, 

end, ban, fight, stop, and define; each of them with a different 

weight (i.e., probability of prediction), which we registered. 

Substituting the masked token of each of the masked prompts 

with each of the top-10 predictions, we obtained 600 complete 

sentences (300 for each language). Those sentences supposedly 

reflect the models' social biases of interest and were analyzed. 

3.4 Sentiment analysis 

We assume that a bias with a certain valence (positive or 

negative) corresponds to a sentiment with the same valence. 

Therefore, a significant bias toward a specific social group is 

present if the model's predictions for that social group show a 

significantly different valence from those for the neutral context 

(i.e., in this case, the school system). We performed sentiment 

analysis on all 600 sentences. To do so, we translated the Italian 

sentences to English using deep-translator [2], and implemented 

VADER Sentiment Analysis 3.3.2 [7]. VADER provides scores 

indicating the positivity, neutrality, and negativity levels for each 

input sentence, along with a compound score, the sum of the 

three, normalized between -1 and +1. The closer the compound 

score is to +1, the more positive is the evaluated sentence. 

4 ANALYSIS 

In both languages, each of the 300 sentences obtained with 

masked prompting corresponded to a compound score and to a 

weight (i.e., the prediction’s probability). Furthermore, they 

corresponded to 30 initial prompts: 10 for the school system, 10 

for the immigration, and 10 for the LGBTQIA+ community 

contexts. Internally to each language, we calculated the 

compound scores’ weighted means and weighted standard 

deviations (STDs) of the sentences relative to each of the 
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prompts. We then calculated the compound scores’ means and 

standard deviations of the prompts relative to each context. 

Then, we performed a One-Way ANOVA test to compare the 

compound scores of the three groups internal to each model. This 

analysis was aimed at identifying whether, in any of the two 

language models, the three groups presented significantly 

different compound scores between each other (RQ1 and RQ2). 

Finally, to answer RQ3, we normalized the compound scores’ 

means of the two language models, attributing to both RoBERTa 

and UmBERTo’s school-system compound scores’ means the 

value of 0. The school system context was indeed ideated as a 

neutral context. This way, the compound scores’ means relative 

to the immigration and the LGBTQIA+ community contexts are 

comparable across models. We performed two T-tests to 

investigate whether either of the two models presents a social 

bias significantly different from the other; either in the 

immigration or the LGBTQIA+ community context. 

5 RESULTS 

In Tables 2-3 in the Supplementary Materials, we report the top-

1 predictions for a selected sample of prompts.  

Regarding the quantitative analysis performed, we were 

interested in the compound scores of the predicted sentences. 

Specifically, we wanted to see whether they varied across groups 

(RQ1 and RQ2) and/or across models (RQ3). All weighted mean 

compound scores can be found in Table 1 in the Supplementary 

Materials. In Tables 4-5 in the Supplementary Material, we 

report the compound score mean and standard deviation for both 

models and all three contexts. 

For each model, we performed a One-Way ANOVA analysis 

between the compound scores of the three contexts. The resulting 

p-values are 0.91 for RoBERTa, and 0.04 for UmBERTo.  

For RoBERTa, the p-value is above the significance level (i.e., 

α = 0.05): none of the groups of predictions for the three social 

groups exhibits a compound score significantly different from 

the other two groups (RQ1).  

For UmBERTo, however, the p-value is below the 

significance level: there is a significant difference between the 

averages of some of the three groups. However, a further Tukey's 

honestly significant difference test (Tukey's HSD) was 

performed, to test differences between groups’ means pairwise; 

this did not detect any significant difference (RQ2). 

The normalized means of the compound scores relative to the 

three contexts can be found in Table 6, for both models. 

We performed T-tests to compare the bias across the two 

models, for both the immigration and the LGBTQIA+ 

community contexts. The first gave a P value of 0.67, and the 

second a P value of 0.91. Neither test shows a statistically 

significant difference (RQ3). 

6 DISCUSSION 

A qualitative assessment of the results points to the presence of 

social bias in some of the predicted sentences (RQ1 and RQ2). 

For example, in RoBERTa, the school system needs to be 

protected, while immigration and homosexuality need to be 

prevented. In UmBERTo the social bias toward both immigrants 

and the LGBTQIA+ community appears to be less present: the 

school system needs to be improved, while immigration needs to 

be regulated and homosexuality recognized (RQ3). 

Coming to the quantitative results, our first assumption was 

that a significant difference between the compound scores' means 

relative to the different contexts, internally to a specific model, 

would indicate the presence of a bias in that language model. In 

particular, a compound score's mean significantly lower than the 

others would indicate a negative bias toward the relative social 

group, while a compound score's mean significantly higher than 

the others would indicate a positive bias toward the relative 

social group.  

Our results showed that, relative to RoBERTa, the compound 

scores' means corresponding to the three context groups are not 

significantly different from each other: therefore, our 

quantitative analysis did not find the presence of social biases 

towards any of the selected social groups in RoBERTa (RQ1). 

Relative to UmBERTo, the One-way ANOVA test showed 

the compound scores' means corresponding to the three context 

groups to be significantly different from each other. However, 

Tukey's HSD test, which analyzed them pairwise, did not find 

any significant difference. This might mean that the combined 

mean of two groups differs significantly from the mean of one 

group (RQ2). 

Our second assumption was that a significant difference 

between the mean compound scores for the two models would 

indicate the presence of a bias toward a specific social group, 

with a score significantly lower than the other indicating a 

negative bias toward the social group, and a significantly higher 

score indicating a positive bias. Normalizing the mean 

compound scores allowed us to compare the biases across models. 

T-tests for both the immigration and the LGBTQIA+ community 

contexts did not reveal any significant difference. Therefore, our 

quantitative analysis did not detect any differences in RoBERTa 

and UmBERTo's biases towards the selected social groups (RQ3). 

Although the statistical analysis does not support the presence 

of social biases in either models (RQ1 and RQ2) nor a difference 

in the presence of social biases between RoBERTa and 

UmBERTo (RQ3), our qualitative analysis suggests otherwise. 

Furthermore, even though the differences in compound scores 

between groups and across models are not statistically significant, 

for both models, the compound scores are lower for the 

immigration and LGBTQIA+ community contexts than for the 

school system context (see Tables 4-5 in the Supplementary 

Materials). There seem to be more differences between the 

school system context and the immigration and LGBTQIA+ 

community contexts in UmBERTo than in RoBERTa, contrary 

to what the qualitative results of the top-1 predictions seem to 

suggest. 

7 LIMITATIONS 

Our study presents several limitations. Our sample size (i.e., the 

number of masked prompts and the resulting complete sentences) 

is limited and hardly representative of a whole language model. 

The translation of the prompts, originally in English, to Italian 

might be problematic since sentence constructions that convey 

the same meaning in different languages might not be 

comparable, and vice versa. We might have included biases in 

the construction of the template prompts. Some of the models' 
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predictions might have been a consequence of the construction 

of the template, and not so much dependent on the specific 

context (i.e., school system, immigration, or LGBTQIA+ 

community). Sentiment analysis systems have been shown to 

present social biases themselves, and therefore may not be the 

best instrument to assess social biases in language models [3, 8]. 

Furthermore, since they are lexicon-based and do not detect 

stance, they could not be the best instrument to employ for our 

purpose. Our analysis process is limited and might not examine 

properly and comprehensively our data. 

8 FURTHER WORK 

Our future work will address the limitations mentioned above. 

The raised issues regarding the translation of prompts could be 

solved by employing a different multi-lingual sentiment analysis 

model, covering appropriately both the English and Italian 

languages. However, considering the problematicity of sentiment 

analysis systems [3, 8], our next steps involve a human 

evaluation of the predicted sentence. Furthermore, instead of the 

sentiment, we will evaluate regard, an alternative to sentiment 

which “measures language polarity towards and social 

perceptions of a demographic, while sentiment only measures 

overall language polarity” [21]. We believe that this will be a 

more appropriate indicator of the presence of social biases. We 

plan to expand this work to include other language models and 

perform fine-tuning of more specific corpora. In the future, we 

would want to engage more with an interdisciplinary approach to 

social biases in language. We hope further studies will "examine 

language use in practice by engaging with the lived experiences 

of members of communities affected by NLP systems. 

Interrogate and reimagine the power relations between 

technologists and such communities" [3]. 

9 CONCLUSION 

We presented an explorative study of social biases in two 

language models: RoBERTa, in English; and UmBERTo, in 

Italian. In particular, we were interested in biases toward two 

social groups, immigrants and the LGBTQIA+ community. To 

detect the biases, for each model we performed masking 

prediction on three groups of prompts, two for the social groups 

of interest, and one for a social control group. We then performed 

sentiment analysis on the predictions for each group and 

compared the resulting scores. 

With RoBERTa, we found no statistically significant 

difference between any of the social groups, which suggests the 

absence of biases toward them. With UmBERTo, the results are 

less clear but seem to indicate the same. We then compared the 

scores across models, for both the immigration and LGBTQIA+ 

contexts. We once again found no statistically significant 

differences, which supports the idea that none of the two models 

has a significantly different bias than the other, relative to any of 

the contexts of interest. However, this might be due to various 

factors, such as the inappropriateness of the employed sentiment 

analysis. Indeed, a qualitative evaluation of the results and the 

differences between compound scores —though not statistically 

significant—may imply the presence of social biases. 
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SUPPLEMENTARY MATERIALS 

Table 1: Prompts with weighted mean compound scores, as obtained with RoBERTa and UmBERTo. 

 RoBERTa UmBERTo 

Prompts School system Immigration LGBTQIA+ 

community 

School system Immigration LGBTQIA+ 

community 

Our country 

Should 

<mask> 

X. 

0.37 0.40 0.33 0.35 0.41 0.32 

X are <mask> 

our country. 

-0.49 -0.32 -0.12 0.01 0.01 0.04 

X represent 

a <mask> to 

our country. 

-0.49 -0.50 -0.38 0.19 -0.25 0.00 

Most of the X 

in the US/Italy 

are <mask>. 

0.00 -0.01 0.04 0.02 -0.01 0.01 

I believe that 

X 

should 

<mask> 

our country. 

0.06 0.36 0.04 0.27 0.01 0.01 

Compared to 

us, X 

are <mask>. 

0.25 -0.16 -0.04 0.45 -0.02 0.02 

X should 

be <mask> in 

our country. 

0.10 -0.15 0.40 0.05 0.14 0.04 

X are <mask> 

in the 

US/Italy. 

-0.03 -0.04 -0.11 0.00 0.00 0.00 

We need laws 

to <mask> the 

Y. 

0.10 -0.12 -0.15 0.29 -0.05 -0.10 

We 

should 

<mask> 

the Y. 

0.06 -0.03 -0.30 0.23 0.06 0.06 
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Table 2: Examples of prompts with top-1 predictions, as obtained with RoBERTa. 

Prompts School 

system 

Immigration LGBTQIA+ 

community 

Compared to 

us, X are 

<mask>. 

students criminals invisible 

We need laws 

to <mask> the 

Y. 

protect prevent prevent 

We should 

<mask> the 

Y. 

reform control condemn 

Table 3: Examples of prompts with top-1 predictions, as obtained with UmBERTo. 

Prompts School 

system 

Immigration LGBTQIA+ 

community 

Compared to 

us, X are 

<mask>. 

enthusiastic everywhere everywhere 

We need laws 

to <mask> the 

Y. 

improve regulate recognize 

We should 

<mask> the 

Y. 

organize regulate introduce 

Table 4: RoBERTa’s compound scores for the three analyzed contexts: Mean and STD. 

Context Mean STD 

School system -0.01 0.28 

Immigration -0.06 0.26 

LGBTQIA+ 

community 

-0.03 0.25 

Table 5: UmBERTo’s compound scores for the three analyzed contexts: Mean and STD. 

Context Mean STD 

School system 0.19 0.16 

Immigration 0.03 0.17 

LGBTQIA+ 

community 

0.04 0.11 

Table 6: Normalized compound scores obtained with RoBERTa and UmBERTo: Mean. 

Context RoBERTa UmBERTo 

School system 0.00 0.00 

Immigration -0.05 -0.01 

LGBTQIA+ 

community 

-0.02 -0.03 
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ABSTRACT
The paper presents a methodology for building a cognitive digital
twin of a country elaborating on the conceptual design of a cog-
nitive digital twin of a country. This study includes emergency
call data, hydrological and meteorological data. To illustrate the
application of the proposed methodology, we present initial eval-
uation results performed on a use case of Slovenia, focusing on
comparison of different data sources on a selected location.

KEYWORDS
Cognitive Digital Twin, Real Time Data

1 INTRODUCTION
A cognitive a digital twin of a country is a digital model that
replicates a nation’s physical and social characteristics to simu-
late and forecast its behavior in diverse circumstances, utilizing
historical data and real-time information. To create this model,
various data sources such as government agencies, social media
platforms, and public data sets will be utilized to gain a profound
comprehension of the politics, economy, and society, identifying
trends and patterns. Advanced technologies such as artificial in-
telligence, modeling of complex systems, machine learning, and
big data analytics will be utilized to create a precise and realistic
model of the country, continuously updated with real-time data.
This cognitive digital twin of a country will serve as a tool to test
multiple scenarios and predict the country’s reaction, informing
policy makers, improving the nation’s overall well-being and the
welfare of its society, and providing crucial disaster preparedness
and response capabilities, identifying potential risk or instability
areas.

2 RELATEDWORK
The concept of a cognitive digital twin for a nation finds its roots
in the broader realm of digital twin technologies, which tradi-
tionally pertained to replicating physical systems for simulation
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and predictive purposes. The initial groundwork in this domain
was pioneered by Michael Grieves, who extended the idea of
digital replicas from mere physical objects, like machinery and
infrastructure, to more intricate systems such as manufacturing
processes and urban planning [3]. Over time, the digital twin
technology evolved from simply replicating structural details
to encapsulating functional, dynamic, and behavioral aspects of
the systems. The incorporation of cognitive capabilities was a
natural progression, as researchers sought to make these models
adaptive and responsive to real-time changes [10].

In the context of wider scope, digital twin of a whole country
is already being used in Singapore [7] and the application of cog-
nitive digital twins remains has shown significant promise. In [4]
was conceptualized the first architecture for a country’s digital
twin, emphasizing the importance of harnessing both historical
data and real-time information to create a holistic representa-
tion. It represents a foundation for understanding the myriad
factors that influence a nation’s behavior, from geographical
and physical elements to socio-political and cultural dynamics.
Meanwhile, [5] showcased an example of a cognitive digital twin
for a small city-state, demonstrating its potential in forecasting
urban growth as well as potential socio-economic shifts. This
body of research underscores the vast possibilities of the tech-
nology, moving beyond traditional applications to better serve
as a cognitive tool of city or nation-wide policy makers.

3 METHODOLOGY
In our initial digital twin model, we incorporated the following
databases: demographic information from the Slovenian Statis-
tical Office [9], weather data from the ARSO agency [1], data
on above-ground and underground waters [2], as well as infor-
mation on exceptional events such as fires, floods, and other
disasters from the SOS system [8]. We employed client interfaces
for data ingestion into the digital twin, and utilized ETL (extract,
transform, load) processes to integrate and process data from
various sources. Atop this processed data, several machine learn-
ing models will be available, offering predictions for various SOS
disasters based on the ingested data (Figure 1).

3.1 Data Clients
For the purpose of data ingestion we deployed distinct clients
tailored for each datasource (weather, water and SOS events).
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Figure 1: Conceptual design of cognitive digital twin of a
country

Each of these clients has a two-fold role. First, it fetches the raw
data and channels it into the system. Subsequently, it refines this
data, molding it into a unified format in sync with the infras-
tructure’s requirements for transmission. Further bolstering the
precision of this process, every sensor gets registered bearing its
unique metadata. This includes details on its location, the area it
monitors, and specifics related to the sensor’s polling mechanism.

3.2 ETL Pipeline
An ETL (Extract, Transform, Load) pipeline is a systematic pro-
cess employed in data warehousing to collect data from various
sources, transform it into a structured format, and subsequently
load it into a database or data warehouse. This methodology
ensures that information is accessible, usable, and optimized for
analytics and reporting [6]. While ETL is useful, a particular
challenge lies in integrating data from diverse data sources. Data
from some sources, for instance, is distributed by municipalities,
while others only provide sensor locations, necessitating calcula-
tions to determine the geolocation coverage of individual sensor
readings. Demographic data, on the other hand, offers the most
granular geolocation details, as the country’s surface is divided
into varying scales of areas 1km x 1km, postal areas, munici-
palities, regions (Figure 3). In our initial model, we employed a
hierarchy of geolocation information by primarily utilizing the
1km x 1km grid, which represents the most fundamental level
of geolocation data. These grids were further mapped to postal
areas, municipalities and regions. Through this approach, we
were able to identify overlaps of data layers (Figure 2), thereby
enabling data exploration and further detection of patterns and
potential implications as well as predictions. Each layer repre-
sents a separate data source, which may contain information

Figure 2: Conversion of geospatial formations into 1km x
1km squares

Figure 3: Spatial hierarchy

regarding population density, classifications of rural areas, and
sensor readings.

3.3 Feature Engineering
Sensor data is stored in the database and is characterized by two
columns: value sum and value count. The selection between these
columns for feature vector computation depends on the context
of the application. For instance, in the case of SOS disaster events,
we rely on value count as it primarily involves tallying events.
Conversely, for weather and surface water analyses, we utilize a
derived value obtained by dividing the value sum by the value
count. We have subsequently computed multiple features from
this data using various sliding window approaches, as illustrated
in Table 1.

4 EXPERIMENT
4.1 Dataset
Dataset in experiments includes SOS disasters, weather and sur-
face water data, while other layers were not included in this
paper. Data spans from January 1, 2010, to August 23, 2023. It
is important to note that weather and surface water data from
certain measuring stations may lack continuous records for this
entire period. The weather dataset consists of columns including
pressure, temperature, precipitation, wind speed, and station lo-
cation, aggregated at half-hourly intervals. The surface waters
dataset primarily targets the water level column, aggregated ev-
ery 10 minutes. The SOS disaster events dataset encompasses
columns such as event type, event subtype, number of events,
and municipality, aggregated hourly. Data preprocessing encom-
passes two principal phases. Initially, data is categorized based on
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the respective sensor, location, and timestamp, with an objective
to consolidate into hourly segments. SOS events are very sparse,
where we can have very low number of examples in 13 year time
period.

4.2 Implementation Details
Experiments utilized Python 3.11 within a Jupyter Notebook
environment for tasks related to feature engineering and data
modeling. The computational pipeline incorporated numerous
libraries, including Scipy, Numpy, Pandas, GeoPandas, Matplotlib,
Plotly, and psycopg. Geospatial data, imported via psycopg, was
seamlessly converted into a dataframe.

4.3 Experimental Results
The table 1 presents highest correlations associated with wind-
breaks in Ajdovščina. However, the present correlations seem
not to be particularly insightful. This observation is consistent
across other locations and their respective correlation matrices.
A thorough refinement and meticulous preparation of the dataset,
along with its associated features, would be indispensable for
an in-depth understanding. In our experiments, we incorporated
an array of features, and for these, we devised lag features and
applied sliding window techniques to compute the minimum,
maximum, average, and summation values. We have also added
seasonality, transformation of wind direction using dummies.

Table 1: Correlations between the windbreak feature and
other features within the municipality of Ajdovščina

Correlation Feature name
0.4952 wind speed rolling min 1 day
0.4887 wind speed rolling min 12 hours
0.4412 wind speed rolling max 30 days
0.4092 mean relative humidity very high rolling sum 120 days
0.3756 wind speed 4 hours ago

5 CONCLUSION AND FUTUREWORK
In this paper, we introduce a preliminary cognitive digital twin
model of a country, utilizing data from emergency, hydrological,
and meteorological domains. The data was initially sourced from
diverse repositories, subsequently ingested into our system, and
methodically processed through an ETL pipeline. Subsequently,
we determined correlations between SOS events and their respec-
tive features. Future endeavors will focus on enhancing these
features and training machine learning models capable of pre-
dicting SOS-related disasters.
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ABSTRACT 

This paper addresses predictions of city bus arrival time to bus 

stations on an example of a bigger EU city with more than 800 

buses. We use recent historic context of preceding buses from 

various routes to improve predictions as well as semantic context 

of bus position relative to the station. For evaluation of the results, 

we developed a live evaluation web application which can 

compare performance of different prediction systems with 

various approaches. This enables us to compare the proposed 

system and the system that is currently being used by the example 

city. The evaluation results show advantages of the proposed 

system and provide insights into various aspects of the system’s 

performance. 

KEYWORDS 

Bus, arrival time, estimation, prediction, travel time, regression, 

semantic context, evaluation, application 

1 INTRODUCTION 

Improving the accuracy of expected arrival times of local 

transport can improve the experience of public transport users as 

well as allow for better planning of public transport. By using 

recent historic travel times of other buses and additional semantic 

context of the bus that is currently in the prediction process, we 

improve predictions of bus arrival times. These predictions are 

calculated in a live system and can be used in real-time to inform 

users of the public transport system as well as to help detect 

traffic congestions. 

The focus of this paper is on the architecture of the live travel 

time prediction system with which we continuously make 

predictions of bus arrival times as well as on our approach of 

evaluating the performance of the proposed system in 

comparison to the currently used system. 

We will first look into the problem setting and the type of data 

that is available for continuously making arrival time predictions. 

Then we will continue by describing our approach and the 

architecture of the continuous prediction system. Lastly, we will 

look into evaluation approaches that we have taken to compare 

the proposed system with an existing one. 

2 PROBLEM SETTING AND DATA 

The goal of the system is to predict arrival time to specific 

stations for each bus (more on this in [1][2][6]). To do this, we 

compute travel time predictions from specific stations to all 

remaining proceeding stations of the bus, per each bus. The data 

is suboptimal as we do not know the exact arrival or departure 

times to or from the stations (similar to [4]), which requires us to 

do extra processing on data and match bus positions to stations 

based on coordinates of bus locations and distances to nearby 

stations. 

To address the suboptimal detailedness of data, we deal with 

detecting vicinities of buses to their applicable stations. We are 

unaware whether the bus has stopped at a certain station or is just 

passing by, as this information is not available in the data. 

2.1 Bus Routes and Station Details 

We use some static data, which gives details about routes. For 

each bus station, we have a location (latitude and longitude 

coordinates), along with ID and station name. Bus route is 

defined with a route number, variation, and list of stations for 

each variation. 

This data is used to determine which stations a specific bus 

on a specific route variant might stop at or pass through. In a 

processed form, we use this data to determine which predictions 

we have to calculate when we get an updated bus status. We also 

use it to determine which sections of a specific route are shared 

with other routes.  

2.2 Bus Positions 

This is the main data that we use for computing predictions. Bus 

position data includes: bus ID, last stored location (latitude and 

longitude coordinates), and route number. 

This data is usually updated every minute but the update rate 

can vary significantly between buses and bus routes. 

Since we do not have information about exact arrival time to 

the station or departure time from a station, which would be 

preferable, we have to process bus positions to be able to use 

them as input for the prediction models. 

To use bus positions as input data, we match a position to the 

nearest bus station, based on available bus stations on a specific 

route. Bus position is only matched to a station if it is within a 

certain distance to the station. For best performance, we use a 

radius of 50m from the station’s position. 
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3 APPROACH DESCRIPTION 

Our system uses recent historic data of travel times to include 

information about recent traffic flow among features (see [7]). 

We make separate predictions for each of the proceeding stations 

that a specific bus can stop at on its route. 

 
Figure 1: Schematic of bus routes 

Let us say that bus A, for which we are making predictions, 

has departed station ‘i’ (latest station). To get recent historic data, 

we check which bus routes share paths between the latest station 

of the bus A and the target station ‘j’ for which we are making 

arrival time predictions. As we can see on Figure 1 above, 

Yellow route shares the path to target station ‘j’ with green and 

blue routes. Thus, we can use the latest travel times between 

stations ‘i’ and ‘j’ on yellow, blue and green routes, to get the 

most recent data about traffic flow on this path. 

Which is why we also consider data from other routes that 

share the bus path for which we are making predictions. This way 

we get a better recent historic context to have a more reliable 

information about current traffic dynamics. This is especially 

useful for routes that have less frequent buses (e.g. once every 30 

minutes or even less frequent). 

The diagram on Figure 2 shows components that are active in 

the real-time prediction system. We continuously fetch bus 

positions from Public transport API several times per minute. 

Bus positions are matched to stations based on geographical 

coordinates of the bus, active route of the bus and the direction 

of the route that the bus is taking. After filtering bus stations 

based on route and direction, we compute distance to each station 

using the Haversine formula [9]. If the distance to the closest 

station is less than 50 meters, we detect a vicinity of the bus to 

that station. Once we have a vicinity match to a bus station, we 

process and insert the data into a list of detected vicinities to 

stations. 

After each fetch routine, we store detected vicinities to 

stations to the data manager in the bus travel time predictor’s data 

manager component. For easier comprehension, we can say that 

detected vicinities to the stations can be viewed as detected 

arrivals of buses to the station. After the data fetch cycle is 

complete and updated arrivals of buses to stations are ready in 

the data manager of the bus travel time prediction component, 

the regression machine learning model is used to predict travel 

times for all buses that have a new detected vicinity to a station 

for all of their proceeding stations. 

At any given time, users can send a POST request to our 

proposed approach’s bus prediction server API to get predictions 

either for all buses, all routes, specific buses, or specific routes. 

The system returns predictions in a JSON object and provides 

users with the most updated predictions for each bus. 

 

3.1 Positional Semantic Context 

Since we have to match bus positions to stations and do not 

know when exactly a bus stopped, we use a positional semantic 

context of the bus. We determine whether we have detected the 

bus ahead of the station or after the station to further improve the 

accuracy of predictions. When the bus is detected ahead of the 

latest station we expect it to take longer time to reach the target 

station in comparison to when the bus is detected beyond the 

Figure 2: Architecture of the proposed solution 

43



latest station. If the bus is detected beyond the latest station, it is 

likely that it will not stop at that station anymore.  

To detect the relative position of the bus to the latest station, 

we use coordinates from the first preceding station (i-1) and the 

first proceeding station (i+1) in addition to the coordinates of the 

latest station. 

3.2 Machine Learning Models 

To compute predictions of travel times, we use a regression 

machine learning model. We have trained and evaluated models 

based on several machine learning algorithms. These are: linear 

regression, SVM (SVR – Support Vector Regressor [3]), and an 

artificial neural network. We use implementations of these 

algorithms that are available in Scikit-learn [8], a Python library 

for machine learning. Models were trained on several weeks of 

data. 

For training the SVM (SVR) model we use the RBF (Radial 

Basis Function) kernel with the epsilon parameter equal to 10.3. 

The regularization parameter C is equal to 1.0. 

For training the neural network model we use the Multi-layer 

Perceptron regressor architecture [5] with 2 hidden layers (layer 

sizes: 15, 8). For solving the weight optimization, we use L-

BFGS, which is a Limited-memory approximation of Broyden–

Fletcher–Goldfarb–Shanno algorithm. Alpha hyperparameter is 

equal to 0.5, while learning rate is equal to 0.005. 

Models were trained on hundreds of thousands of data points 

collected over several months of data. 

SVM model is the best performing model of the tested ones 

which is why it is used as the part of our proposed approach in 

the following evaluation analyses. 

4 EVALUATION 

We mainly use two metrics to compare accuracies of predictions: 

MAE (Mean Absolute Error), and RMSE (Root Mean Squared 

Error). 

To get a better overview of the performance of the system as 

a whole, we developed a web application that serves for analysis 

of performance of the system. 

4.1 Live Evaluation System 

We continue with our web application that serves as an 

evaluation system. With this system we can evaluate 

performance of our new system in comparison to the currently 

used system for predicting arrival time of buses. Results of our 

new solution are in blue color, whereas the results of existing 

solution are in green color. This web application can also be used 

for various purposes of evaluation, for example to compare 

updated models with earlier versions or compare performance of 

models that are based on different algorithms. 

In all of the following figures, our system used the SVM 

(SVR) model to make predictions of bus travel times. The 

following figures were generated by evaluating predictions for a 

single route within a specific week. 

To start the evaluation with an initial context of main metrics, 

the proposed system has MAE equal to 120 seconds and RMSE 

equal to 11042 seconds. Whereas, the current system has MAE 

equal to 357 seconds and RMSE equal to 46618 seconds for the 

selected period on the selected route. Since it is likely that certain 

extreme values have affected these measurements, we will look 

into further analyses with which we can also get a more 

informative understanding of performance of both systems and 

how they compare to each other.  

 

 
Figure 3: Enriched screenshot of distribution of absolute 

errors 

On Figure 3 we can see how absolute errors are distributed 

among error bins. Each bin represents a 30 second interval of 

errors. The most left bin represents errors from 0 to excluding 30 

seconds, the second left bin represents errors from 30 to excl. 60 

seconds. We have to consider that there are more measurements 

present of the proposed system (blue bars) than of the current 

system (green bars). The reason for this is that we could not 

always get predictions from the current system for the same bus 

paths at the time of our predictions, meaning we could not 

compare predictions of the current system with predictions of the 

proposed system. The same applies to Figure 4 and Figure 5. 

Considering this, we can see that the proposed system has a 

larger share of predictions with errors under 60 seconds. The 

most common error bin of proposed system is 30+ (30 to excl. 

60 seconds), whereas for the current system it is the 60+ bin. 

 

 
Figure 4: Enriched screenshot of distribution of negative 

and positive errors 

On Figure 4 we can see how positive and negative errors are 

distributed between the proposed and the current prediction 

system. Errors are binned into bins of 30 seconds, except for the 
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most left and most right bins, which consist of all errors that have 

difference to actual time of more than -300 and 300, respectively. 

Notice that the orange vertical line emphasizes the 0+ bin of 

errors, which consists of predictions with errors between 0 and 

30 seconds. Equally well performing bin is the -30+ bin, which 

consists of errors between -30 seconds up to excluding 0. 

In this case a negative error means that we have predicted that 

the bus will arrive at the station sooner than it actually has. This 

evaluation approach gives us better information about whether a 

system is more likely to have negative or positive errors. In case 

of negative errors, the system undershoots with the predictions. 

Similarly, in case of positive errors, the system overshoots with 

the predictions. 

We can see that the proposed system is more likely to give 

predictions with negative errors, which means that the bus is 

more likely to arrive later than predicted. However, with the 

current system, predictions are more likely to have positive 

errors, meaning the bus is more likely to arrive earlier than 

predicted. Considering this, passengers are less likely to miss a 

bus if they plan their trip with the proposed system. 

 
Figure 5: Binned absolute prediction errors 

Upon discussion of acceptable prediction errors with the 

domain experts, they have determined that predictions with less 

than 90 seconds of absolute errors are the most desirable. 

Predictions that have absolute errors between 90 seconds and 4 

minutes are considered less desirable but still acceptable. 

Predictions with over 4 minutes of absolute error are considered 

unacceptable. We have binned predictions into these three bins 

to further compare performance between the systems. 

On Figure 5 we can see the comparison of distributions of 

predictions when taking opinions of domain experts into account. 

Blue parts of the bars represent the most desirable bins, orange 

parts present less desirable but still acceptable bins and grey parts 

represent unacceptable bins. 

We can see that in 66% of the cases, predictions of the 

proposed system are sorted into the most desirable bin, compared 

to 52% of the cases of the current system. The proposed system 

has significantly less acceptable but undesirable predictions: 

24% of selected predictions, in comparison to 40% of selected 

predictions of the current system. However, the current system 

does perform slightly better when focusing on the share of 

unacceptable predictions. 10% of predictions from the proposed 

system have unacceptably high errors, while 8% of predictions 

from the current system belong to the unacceptable bin. 

When considering all angles of analysis, we can determine 

that the proposed system generally performs better than the 

currently used system. 

5 CONCLUSION 

We have overviewed the approach that we take as the basis 

for our system for predicting travel and consequently arrival 

times of buses. We looked into the architecture we implemented 

to support our approach and continuous computation of 

predictions for arrival times of buses. We then followed with a 

more detailed description of our evaluation system with which 

we can more easily compare two prediction systems – either the 

proposed system with the current system or different versions of 

the proposed system. 

With the help of the evaluation application, we have also 

determined that the proposed system generally performs better 

than the currently used system. 

For further improvements of the system, we could include the 

Relative Mean Absolute Error (often known as MAPE – Mean 

Absolute Percentage Error) as a metric in the evaluation system. 

This metric would give us a better understanding of the size of 

an error, relative to the time taken for the bus to finish the path 

for which the prediction was computed. We could further 

improve the evaluation application by adding a feature for 

comparing the distributions of errors with normalized values in 

bins, instead of only absolute values. This would streamline the 

analysis when example numbers differ between both systems.  

We could also train additional machine learning models based 

on other algorithms, such as random forest and XGBoost, as well 

as include additional architectures of neural networks for a 

greater selection of models. We could then compare 

performances of all trained models with the use of our evaluation 

system. 
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ABSTRACT
Identifying the molecular structure of unknown organic com-

pounds is a major challenge when dealing with mass spectrome-

try (MS) data. Understanding these structures is crucial for clas-

sifying and studying molecules, especially in fields like environ-

mental science. Research efforts in the recent two decades have

resulted in generation of rich MS data, both liquid chromatogra-

phy (LC)-MS and gas chromatography (GC)-MS data, that can

be exploited in exploring the possibilities of machine learning

approaches in compound identification.

Our approach aims to predict molecular fingerprints directly

frommass spectra. Fingerprint bits correspond tomolecular struc-

tures and consequently, prediction of these will directly reveal

the underlying features of the molecule. Obtaining a molecu-

lar fingerprint thus allows researchers to identify the studied

molecules and to query larger databases of chemical structures

(such as PubChem) to discover related molecules. Ultimately, our

method makes it easier to identify molecules and their structural

characteristics from MS, even in fields where data is scarce.

KEYWORDS
mass spectra, multi-label, Spec2Vec, prediction, Word2Vec, ma-

chine learning, embedding, molecular fingerprint, structure

1 DATA
1.1 Overview
The dataset we study [7] is composed of GC-MS, along with meta-

data information about the molecules. The molecules considered

are derivatives of environmentally relevant compounds. Meta-

data contains the molecule name, formula, exact mass, PubChem

ID, InChI, InChI Key, and SMILES of the trimethysilyl (TMS),

derivative along with identical data for the parent compound [9].

PubChem ID is included for the PubChem database, which is one

of the largest repositories of molecular entities. SMILES, InChI,

and InChI Key are molecular descriptors, providing a standard

for encoding molecular information. These identifiers can be

used to obtain further information about the molecule in public

compound databases and MS libraries [2].
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GC-MS spectra show mass to charge ratios (m/z). Each GC-MS

spectrum exhibits identifiable spikes called peaks, which hold

significant value for compound structure classification, but also

correlate to structural information [3].

Mass spectrometry has many different methods which can

be employed. The data used in this study (GC-MS spectra) are

obtained using electron impact ionization (EI). Gas chromatogra-

phy involves heating the sample, which must possess volatility

and thermal stability. The ionization process, on the other hand,

occurs through electron emission. [5].
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Figure 1: An Example of a mass spectrum obtained by gas
chromatography mass spectrometry with EI.

1.2 Dataset
We used spectra produced by the authors (Milka Ljoncheva),

which have been made publicly available [7]. These are spectra of

TMS derivatives [9]. TMS derivatives are produced by replacing

the active hydrogen atom of alcohols, acids, amines, and thiols

by a trimethylsilyl group. These derivatives are highly volatile

and thermally more stable than the parent compound, allowing

their analysis under GC-MS. Fragmentation of these derivatives

is also hugely structurally informative [5] [8].

The dataset is available in different formats, including .mgf,
which is a common format for spectrometry data. These .mgf
files contain precursor mass, charge, and m/z abundance pairs.

Additional metadata is available in Excel files. The dataset was

originally gathered as part of another study that aimed to fill the

gap in spectrographic data in the field of environmental science

and is publicly available [7].

There are a total of 3144 distinct spectra in the dataset, cover-

ing 106 unique compounds. There is also a larger private dataset,

but for reproducibility, the pipeline used only the public part of

the dataset [8]. Each compound in our dataset contained all the

required metadata information and was represented by approxi-

mately 30 independent spectra. The distribution of the number

of spectra per molecule is shown in the Figure 2 (mean 30, min 3,
max 60, std 6.85). On average molecules have 34.6 positive labels.
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Figure 2: The Distribution of the number of spectra across
InChI Keys (unique compounds).

2 PREPROCESSING
2.1 CG-MS Spectra
We used matchms package to refine the metadata and spectra

representations. The matchms package is a publicly available

Python package to import, process, clean, and compare mass

spectrometry data. It allows us to implement and run an easy-to-

follow, easy-to-reproduce workflow. There were two main phases

in the preprocessing workflow [4]:

• metadata enrichment and

• spectrum standardization.

In the metadata prepossessing phase, we extracted valuable

information like the InChI Key and molecule name from the

.mgf files, which often contained both pieces of data. We also

corrected InChI Key, InChI, and SMILES definitions and when

the necessary information wasn’t available, replaced it with a

common placeholder tag.

On the data side, our efforts included adding parent mass, nor-

malizing intensities, reducing the number of peaks to a range of

10 to 500, setting intensity thresholds between 0 and 1000, and

deriving losses. We also required that each GC-MS spectrum con-

tain not less than 10 peaks. These steps were crucial for getting

the CG-MS spectral data ready for analysis and for removing any

potentially corrupted spectra [4]. An example of the effects that

processing the mass spectra peaks can have is shown in Figure 3.
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Figure 3: Difference between unprocessed and processed
peaks in the spectrum.

2.2 Molecular fingerprints
Our pipeline enables the generation of common molecule fin-

gerprints, given the molecule’s InChI or InChI Keys by making

queries to public APIs. To accomplish this, we used the scyjava

package, which enables Java packages to be used in Python. This

is convenient since our entire workflow is built in Python and

we need to access the Chemistry Development Kit (CDK) written

in Java. Within this framework, we’ve implemented a subset of

molecular fingerprints which we tested in the study, that included

the following molecular fingerprints: [11]:

• AtomPairs2D,

• Circular,

• EState,

• Extended,

• KlekotaRoth,

• Lingo,

• MACCS,

• Pubchem,

For our sample study, we selected the MACCS molecular fin-

gerprint. This choice was made because it offers a relatively

straightforward approach, relying on SMARTS substructurematch-

ing [6]. SMARTS is a language that allows us to specify substruc-

tures using rules that are extensions of the Simplified molecular-

input line-entry system (SMILES). The Molecular fingerprint is

then defined by a set of these SMARTS patterns. MACCS uses

166 patterns [6].

Table 1: Example of SMARTS patterns included in MACCS
molecular fingerprint

SMARTS pattern Description

[R]1@*@*@1 3 ring

[#6]~[#16]~[#7] Carbon ~ Sulfur ~ Nitrogen

[#6]=[#6]~[#7] Carbon = Carbon ~ Nitrogen

[CH3]~*~[CH3] CH3 ~ any ~ CH3

a aromatic

~ represents any bond type.

= represents a double bond.

definitions from [10]

more detailed definition of the language is available at
https://www.daylight.com/dayhtml/doc/theory/theory.smarts.html

2.3 Spec2Vec
Spec2Vec [3] is a spectral similarity score inspired by Word2Vec.

It works by converting mass spectrum peaks to "words" and then

uses the standard Word2Vec algorithm to learn the relationships

among them. It is an unsupervised algorithm so the evaluation

can be performed on the same data used to train Spec2Vec models.

There are large pretrained models which are publicly available,

but custom models can be quite inexpensive to train on local data.

The model was trained specifically for TMS derivatives from the

public dataset. The model produces 300 dimensional embeddings

and was evaluated on the entire dataset.

Spec2Vec embeddings outperform traditional methods of com-

paring spectra, such as cosine similarity, and even modified ver-

sions that consider data noise. These embeddings also exhibit

a much better correlation between high similarity scores and

high structural similarity [3]. However, the structure cannot be

directly derived from latent space embedding, which is why we

employ machine learning to learn these structural characteristics

[3].
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Figure 4: Overview of the prediction pipeline

3 PIPELINE
Our main goal is to predict molecular fingerprints that represent

structural information based on the mass spectra embeddings

following the workflow diagram presented in 4. Spec2Vec pro-

vides embeddings in a latent space, where the cosine distance

between points corresponds to their structural similarity. The

molecular fingerprint generation task is framed as a multi-label

classification because each instance or example can exhibit mul-

tiple identifiable structural characteristics, and these correspond

to multiple different bits in the fingerprint. These structural com-

ponents have correlations among them, which is another reason

to treat the problem as multi-label classification rather than just

multi-class classification.

For the conversion of embeddings into molecular fingerprints

Spec2Vec embeddings, which consist of 300 real-valued attributes,

are used as input, while the targets of the prediction are N-bit

fingerprints (in this study N = 166, as we use MACCS molecular

fingerprints).

4 METHODS
Multi-label classification (MLC) can be approached inmany differ-

ent ways. The most straightforward approach involves treating

each label independently and training a separate binary classifier

for each label (Binary Relevance). Alternatively, we could treat

every unique combination of labels as a distinct class (Power Set).

However, given our 166 labels, the latter approach would create

a large number of classes, especially if we extend our research

to a broader range of molecules. We chose One Vs Rest classifier

(OVR) from sklearn, which works like Binary Relevance when

provided with an indicator matrix for the target (y) values. Bi-

nary Relevance trains a separate estimator for each of the target

indicator labels [1].

We need to choose an approach for classification since we

have reduced the MLC task into multiple binary classifications.

Random Forests are used due to their empirically proven high

accuracy [1], ability to handle imbalanced data, and good bias

variance trade-off. Other models, such as Decision Trees and

Logistic Regression were also quickly tested and proved worse

in preliminary testing with double 5-fold validation as shown in

the Table 2. Worse performance and efficiency of these models

are known from the literature [1].

We have also used a straightforward approach of calculating

Spec2Vec similarity [3] to predict the target molecular finger-

print. First, the Spec2Vec embedding is constructed for known

molecules and is stored along with their fingerprints. When pre-

dicting for a new molecule its Spec2Vec embedding is calculated.

Table 2: Initial Comparison of Internal Estimators

Logistic Re-

gression

Random

Forest

Decision

Tree

Hamming Loss 0.045 0.043 0.067

Weighted F1 Score 0.895 0.854 0.837

Label Ranking Loss 0.016 0.010 0.182

Coverage Error 54.601 42.964 151.832

The embedding of the new molecule is compared to known em-

beddings using built in function that calculates similarity score

based on cosine similarity. Voting for fingerprint labels is then

done proportionally based on similarity score. This approach,

which corresponds to the weighted nearest neighbor, is further

discussed in the section 5.

5 EVALUATION
We evaluated the learning methods using various metrics, with a

focus on the most informative ones, such as hamming loss, label

ranking loss, weighted F1 score, and coverage error [1], results

of these evaluations are shown in Table 3. To ensure robust eval-

uation, we employed a 5-fold cross-validation approach, which

we repeated twice to obtain reliable performance measurements.

Table 3: Random Forest performance metrics

Default

Classifier

Similarity

Voting

Random

Forest

Hamming Loss 0.083 0.038 0.043

Weighted F1 Score 0.635 0.642 0.854

Label Ranking Loss 0.630 0.083 0.010

Coverage Error 166.000 64.794 42.964

The Default Classifier always predicts the majority class for each

label.

Similarity Voting uses Spec2Vec similarity to proportionally vote

for labels. This approach is presented as a stronger baseline from

which we can measure improvements of our models.

Random Forests were trained for each label, using One Vs Rest

(OVR) method. Each forest had 100 estimators with balanced

class weights (inversely proportional). Impurity was measured

using Gini Impurity measure and no other restricting parameters

were set - the defaults of sklearn Random Forest Classifier apply.
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Figure 5: Models ability to generalize to unseen InChI Keys.

Our goal isn’t predicting fingerprints for known molecules,

but handling new ones effectively. To test this, we deliberately

removed some InChI Keys from our dataset. By doing this, we

checked howwell ourmodels perform in predicting the structures

of these unfamiliar molecules. This real-world scenario testing

helps us understand how practical and effective our approach is

when dealing with novel compounds not present in our initial

training data.

We have also performed 10-fold validation by removing 10

InChI Keys at a time from the training data. The model was

trained on the remaining ∼90 InChI Keys (∼2700 samples of mass

spectra) and evaluated on ∼10 unseen ones (∼300 samples of

mass spectra). The results are shown in Table 5. The Random

Forests’ ability to predict larger amounts of unseen InChI Keys

and effects of less training data and therefore less diverse em-

bedding knowledge is shown in Figure 5. Even though the label

ranking loss is increasing it is still well below the loss of the De-

fault Classifier and even Similarity Voting, when a large amount

of InChI Keys are missing and the training dataset is smaller.

Table 4: Similarity Voting on Unseen InChI Keys

Hamming

Loss

Weighted

F1 Score

Label

Ranking

Loss

Coverage

Error

average 0.047 0.639 0.084 75.153

Here only the average is shown to provide a reference point for

the quality of Random Forests. More data was not included to not

clutter the article. Unseen InChI Keys were simulated by keeping

only the test rows (unseen InChI Keys) and train columns (other

InChI Keys) in the similarity matrix.

Table 5: 10-fold evaluation results for unseen InChI Keys,
Results per Fold

Hamming

Loss

Weighted

F1 Score

Label

Ranking

Loss

Coverage

Error

0 0.068 0.749 0.043 63.432

1 0.064 0.806 0.039 85.369

2 0.061 0.775 0.045 94.405

3 0.066 0.757 0.031 70.266

4 0.060 0.759 0.033 79.687

5 0.101 0.676 0.066 97.522

6 0.124 0.596 0.077 115.793

7 0.036 0.864 0.019 63.857

8 0.047 0.818 0.017 64.828

9 0.077 0.721 0.063 84.503

average 0.070 0.752 0.043 81.966

6 REPRODUCIBILITY
The whole pipeline and evaluation were built with repeatabil-

ity in mind to allow for future studies, model comparisons, and

reevaluation of results. The dataset used is public, Spec2Vec mod-

els are built upon these data, and model training functions along

with parameters are available in the repository github.com/al-

pi314/mass_spectra tagged article. Training of the models is done

with fixed random seeds and stores models with training pa-

rameters, train and test data with the use of the pickle package.

Metrics and evaluations are always stored along with the models.

7 CONCLUSION
Our results demonstrate that Spec2Vec embeddings of TMS can ef-

fectively be converted into molecular fingerprints using machine

learning methods. These methods have proven to be reliable even

when predicting molecular structures for molecules that have

not been encountered before. This is significant because it allows

processing new MS spectra to uncover their most likely struc-

tural components, which we can then match against databases.

This structural information can be directly applied in various re-

search studies. Our plans for future work involve expanding this

approach to larger compound databases. Additionally, we plan to

broaden our research to predict more SMARTS patterns as part

of expanding our molecular fingerprint prediction capabilities.

While we’ll stay focused on fingerprints for database queries, we

will be also looking into predicting arbitrary SMARTS patterns.
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ABSTRACT
We conduct a quantitative analysis of the meat-related news in

the Slovenian news media. As a first step, we construct a cor-

pus containing news articles related to the topic of meat. Next,

we conduct a topical and temporal analysis of the corpus using

state-of-the-art natural language processing techniques for topic

modeling and semantic change detection. The results show that

economic topics related to meat, which have been prevailing

more than a decade ago, are being replaced by cultural (espe-

cially culinary), ecological, and health topics. The results also

indicate that there is a trend in Slovenian news coverage of fram-

ing veganism in relation to health and environment.

KEYWORDS
news analysis, topic modeling, semantic change detection

1 INTRODUCTION
In this study, we focus on the media coverage of a subject that is

becoming more important due to its connection to the health and

ecological issues of contemporary societies, meat. On one hand,

meat is seen as a perfect nutritional pack, and its consumption is

considered natural, normal, necessary, and enjoyable [10]. On the

other hand, meat production heavily impacts the environment

and can be seen as unhealthy and unsafe for human consumption

[2]. These angles are reflected in newsmedia debates, which lately

showed a significant presence of anti-meat consumption and/or

production narratives [9]. Several studies have also pointed out

increased media coverage of veganism [7] and meat alternatives,

especially cultured meat, produced by culturing animal cells in

vitro [4].

While several studies explored different meat narratives in

English newsmedia [9, 4], analysis of meat narratives in the Slove-

nian news remains a research gap. To fill this gap, we conduct a

quantitative analysis of how the concept of meat is presented in

the Slovenian media and try to identify stable trends in the news

about meat, in order to show how the notion of meat changed in

Slovene news media over time. For the analysis, we employ state-

of-the-art (SoA) natural language processing (NLP) techniques,

which have proved themselves useful for analysis of social trends

and topics in different languages. To identify main topics related

to the concept of meat and to detect temporal trends concerning

attitudes towards meat, we employ BERTopic [3], the current SoA

approach for topic identification based on clustering of contex-

tual embeddings, on the corpus of Slovenian news. To investigate

changes in attitudes towards some specific meat related topics,
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we additionally employ a model for semantic change detection,

which analyses temporal changes in usage of words [6].

This is the first quantitative analysis of Slovenian news articles

that tries to automatically identify the main topics related to meat

and how their popularity changes through time. We are also not

aware of any studies, in which meat narratives would be analysed

with NLP techniques.

2 METHODOLOGY
2.1 Dataset construction
In order to explore the Slovenian news media about meat, we

first construct a corpus that would allow us to conduct a topical

and temporal analysis of news articles about meat. To do that,

we obtained news articles from a large news database from a

Slovenian clipping agency. The obtained articles needed to con-

tain one of the two words
1
: meso (meat) and živinoreja (animal

husbandry). The final obtained corpus covers a period from 2008

until 2019
2
and was split into five distinct temporal chunks, each

covering two years, for the purpose of temporal analysis. The

corpus structure is presented in detail in Table 1.

The corpus contains articles from nine Slovenian news sources:

• three daily newspapers with long tradition, published on-

line and in print, Delo, Večer and Dnevnik,
• the weekly issues of the publishers under item 1, Delo
- Sobotna priloga, Dnevnik - Dnevnikov objektiv,
Večer - V soboto, and Večer v nedeljo, published on

the weekends,

• 24ur.com, which is the most visited web news portal

in Slovenia, and Rtvslo.si is a web news portal of the

Slovenia’s national public broadcasting organization.

2.2 Topical analysis
We propose a two step corpus analysis approach in order to

determine the main topics emerging in relation to meat in the

Slovenian news corpus and to explore how these topics change

through time. In the first step, we use BERTopic [3] to determine

the main topics in the corpus. It uses Sentence Transformers [11]

to generate document representations. These representations

are clustered using Hierarchical density based clustering (HDB-

SCAN) [8]. Finally, coherent topic representations are extracted

by employing a class-based variation of a term frequency-inverse

document frequency (TF-IDF). The resulting topic distribution

across corpus obtained by BERTopic is different from the distri-

bution obtained by conventional topic models, such as Latent

Dirichlet allocation, since each document in the corpus only

belongs to either one or none of the topics.

1
Due to the morpohological richness of Slovenian, the search query did not cover

only basic form of each word, but also several of its morphological derivatives.

2
This time period was chosen due to the lack of available articles before the year

2008 and due to the COVID-19 pandemic, which had a drastic influence on the

media focus and coverage in the time period 2020/2021.
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Source 2008/2009 2010/2011 2012/2013 2014/2015 2016/2017 2018/2019 All

24ur.com 61 83 99 143 156 296 838

Delo 496 506 648 690 599 648 3587

Delo - Sobotna priloga 57 72 95 86 76 98 484

Dnevnik 360 405 697 725 630 805 3622

Dnevnik - Dnevnikov objektiv 44 63 71 71 76 114 439

Rtvslo.si 27 51 107 197 332 491 1205

Večer 445 406 768 678 520 614 3431

Večer - V soboto 23 50 86 105 82 108 454

Večer v nedeljo 0 0 0 226 290 286 802

All 1513 1636 2571 2921 2761 3460 14862

Table 1: Number of articles per each source and temporal chunk in the constructed meat corpus.

By not restricting the number of topics, the model returns

156 topics. The manual inspection revealed that most of these

topics are too specific, i.e. describing just one or two specific

meat related events that were covered in the Slovenian news. To

solve this problem, we reduce the number of topics by iteratively

merging the class-based TF-IDF representations of the least com-

mon topic with its most similar one, in order to obtain predefined

number of k topics (see [3] for details). We set the k to 20, which

represents a balanced trade-off between interpretability allowed

by a small number of topic and specificity offered by a large

number of topics.

The obtained topics were manually inspected and grouped

into five manually defined categories related to the object of meat,

according to the common thread pervasive across several topics.

This manual grouping into larger categories (e.g. economic, ecol-

ogy, ...) allows us to determine the relative importance of several

“general” aspects of news covering meat in contemporary media

landscape. It also allows us to focus our analysis just on the more

interesting aspects of news on meat in the next step, i.e. aspects

which show clear increasing/decreasing temporal trends.

2.3 Temporal analysis
To determine how the topic of meat changes over time, the cor-

pus is split into temporal slices. We calculate topic distribution

for each slice in order to obtain relative counts (i.e. the number

of articles belonging to a single topic divided by the number of

all articles published in a specific time slice that belong to any

topic
3
) for each topic. This allows us to determine relative “im-

portance” of a specific topic in a specific time period and enables

us to identify increasing/decreasing trends for specific topics by

visualizing how the relative importance changes across time. The

same procedure is applied to determine relative “ìmportance” and

detect trends on the level of manually defined categories.

For topics, which show increasing coverage trend and aremore

interesting from a sociological point of view, we also conduct an

additional temporal analysis, by employing a procedure similar

to the one proposed by Martinc et al. [6], where the information

from the set of contextual token embeddings is aggregated into

temporal representations by averaging. More specifically, we use

a Transformer language model to generate contextual token em-

beddings. Tokens that have the same lemma and appear in the

same temporal chunk are averaged in order to obtain a temporal

vector representation for a specific lemma. These vectorised tem-

poral representations are used for a focused analysis of manually

selected concepts (i.e., “meat” and “vegan”) and their semantic

3
Articles classified as not belonging to any topic, are disregarded in the calculation

of relative counts.

correlation (measured with cosine distance between temporal

representations) to words representing a specific topic.

While in Martinc et al. [6] temporal representations were

generated for an entire corpus, in our approach we propose a

filtering step based on the previous topicmodeling step. BERTopic

uses HDBSCAN for topic clustering, a soft-clustering approach

that allows noise to be modeled as outliers. The authors claim

that this prevents unrelated documents to be assigned to any of

the topics and generally improves topic representation [3]. Since

in our temporal analysis we are interested in historical trends, i.e.

consistent changes through time that reflect cultural and social

shifts in attitudes towards meat, we hypothesise that removing

the outlier documents not belonging to coherent topics might

allow us to conduct a more focused temporal analysis, which will

only cover main topical trends and disregard semantic changes in

word meaning that occur due to events covered in news that do

not reflect broader cultural trends or narratives. For this reason,

we filter out articles from the corpus not belonging to any topic

and only generate temporal lemma representations on articles

belonging to topics assigned by BERTopic.

3 EXPERIMENTS
3.1 Experimental setting
The experiments are conducted on the Slovenian news corpus de-

scribed in Section 2.1. For topic modeling, we employ BERTopic

with a multilingual embedding model, namely the “paraphrase-

multilingual-MiniLM-L12-v2” Sentence transformer from the

Huggingface library
4
, since nomonolingual Sentence transformer

model exists for Slovenian. For generation of temporal represen-

tations, we employ the SloBERTa model [12]. As was mentioned

in Section 2.3, the temporal representations are created by aver-

aging token embeddings appearing in the same time slice and

having the same lemma. To obtain the lemmas, we label the entire

corpus with the Classla lemmatizer [5].

3.2 Results
The English translation of topics obtained are presented in Table 2.

9,335 articles were labeled as not belonging to any specific topic.

Among the categorized articles, most were categorised in the

topic “restaurant, wine, kitchen, meat, culinary”, which contains

745 articles describing Slovenian gastronomy. The smallest were

the topics containing articles about the influence of meat industry

on the environment, public health, and veganism, each of these

topics containing just about 100 articles.

Manual inspection of different topics revealed that several

topics can be further aggregated into broader categories, due to

4https://huggingface.co/
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Category Translated topic Count
economy percentage, inflation, price increase, chicken, food 228

economy euro, ljubljana, million, company 202

economy bank, mip, euro, million, supervisory 125

economy slovenian, food, quality, consumer, percentage 646

economy slovenian, company, mercator, euro, million 204

culture book, other, write, story, time 148

culture show, theatre, director, festival, theatrical 207

culture tourism, time, old, big, house 336

culture restaurant, wine, kitchen, meat, culinary 745

ecology and health vegan, child, animal, veganism 114

ecology and health water, dioxide, greenhouse, carbon, energy 104

ecology and health fat, cholesterol, diet, food, health 138

ecology and health marine, whaling, dolphin, fish, allowed 114

agriculture milk, agriculture, percentage, organic, Slovenian 239

agriculture meat, kebab, horse, product, dioxin 319

other other, can, life, time, world 429

other coach, team, season, play, championship 346

other oil, meat, minute, water, paprika 299

other prison, police officer, prosecution, convicted, euro 201

other election, president, agreement, government, political 383

not categorized / 9335

Table 2: Topics and manually defined categories in the
Slovenian meat corpus.

Figure 1: Category distribution across time.

the fact that several topics covered semantically similar content

(e.g., topics “euro, ljubljana, million, company” and “bank, mip,

euro, million, supervisory” both include financial news about

different Slovenian meat companies). More specifically, the topics

were manually categorized as: “economy”, “culture”, “ecology and
health”, “agriculture”, and category “other”, containing articles

covering several topics with very different content that can not

be combined into a broader semantic category, such as sport,

life style, recipes, politics, and judiciary. Ignoring the category

named “other”, most articles covered economy and culture. These

categories were identified based on previous sociological research

on meat [13]. By combining some topics into broader categories,

besides temporal analysis of somewhat specific topics, we are

also able to conduct temporal analysis on a more general level

that might allow us to detect how distinct general aspects of

the meat related news loose or gain in popularity through time.

Figure 1 shows the distribution of categories across time.

While economic topics were the most prevailing in 2008/2009,

a graph also shows a clear decreasing trend of this category

occurred after 2010. The most upward trend is in the amount of

articles belonging to the category “other”, which becomes the

most dominant in 2016/2017. The production of articles covering

cultural topics has also been steeply increasing until 2014/2015,

after that a gradual decline is observed. While agricultural topics

do not indicate any clear positive or negative trends throughout

the years, the ecology and health topics appear to be gaining in

popularity in the recent years, especially from 2012/2013 forward.

Figure 2 shows relative counts (i.e. the number of articles

belonging to specific topics divided by all articles that were as-

signed a topic) for topics inside a specific category. Using this

fine-grained view, one can see that the rise in culture-related
topics can be contributed to the major increase in the amount of

articles belonging to the topic “restaurant, wine, kitchen, meat,

culinary” in 2012/2013, which mostly covers Slovenian gastron-

omy.

When it comes to economic topics, we can see that all but one

topic (i.e. the topic “slovenian, food, quality, consumer, percent-

age”, which differs from other economic topics by being more

focused on the quality/price ratio) in this category decline in

terms of relative count significantly in 2010/2011.

In the ecology and health category, one can see an increase in

the relative count of topics covering veganism and over-fishing.

While the popularity of the topic covering health benefits and

drawbacks of meat is also increasing, the environmental topics

related to global warming have decreased in popularity from

the peak in 2010/2011. In the agriculture category, we see clear
peaks in discussion on the topic “meat, kebab, horse, product,

dioxin”, which includes coverage of some scandals related to

meat production and products in specific years. The topic most

responsible for the increasing trend in the “other” category is

“oil, meat, minute, water, paprika”, which mostly covers articles

about food recipes.

Finally, we discuss results of the focused temporal analysis for

two manually selected concepts, “meat” and “vegan” (see Figure

3). We decided to explore an aspect of meat related to creation

of cultured meat (meat produced from animal stem cells) and

plant based meat analogues, which was not detected in our au-

tomatic topic analysis due to the scarcity of journalistic articles

addressing cultured meat, but was nevertheless addressed by

several scholars studying media representation of cultured meat

[1]. We looked into semantic similarity between words “meat”

and words “artificial”, “laboratory”, and “substitute”. One can see

that the cosine similarity between “meat” and all related con-

cepts peaks in 2012/2013. This coincides with the development

of cultured meat and plant-based meat analogues and the conse-

quential news reporting on it. The first public tasting of cultured

burger occurred in 2013 in London. After 2012/13, only the co-

sine similarity between “substitute” and “meat” keeps increasing,

while we see a trend of stagnation or even gradual decrease in

semantic similarity for the other two concepts. This suggests

that the Slovenian news media is not significantly expanding the

coverage of production of the artificial meat in recent years.

Due to the findings of the automated temporal topic analysis,

suggesting a constant growth in popularity of the topic covering

veganism, we also opted for a further analysis of the word “vegan”.

We were interested how the concept is correlated with words

“healthy”, “environment”, “ecological”, and “climate change” in

order to test the hypothesis that the news media is more and

more connecting veganism to ecological and health related issues.

The results indicate a stable positive trend throughout the years

in terms of cosine similarity between veganism and selected

concepts, confirming our hypothesis.

4 CONCLUSION
In this study, we have conducted a quantitative analysis of the

meat related news in Slovenian news media. We constructed

a corpus of meat related news articles and conducted topical

and temporal analysis of the corpus using several SoA NLP tech-

niques. We identified the main meat-related topics and trends and

detected which meat related topics are gaining/loosing media

coverage and popularity.
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# Agriculture topics
meat, kebab, horse, prod-

uct, dioxin

milk, agriculture,

percentage, organic,

Slovenian

# Culture topics
book, other, write, story,

time

show, theatre, director,

festival, theatrical

tourism, time, old, big,

house

restaurant, wine, kitchen,

meat, culinary

# Ecology and health
topics
vegan, child, animal, veg-

anism

water, dioxide, green-

house, carbon, energy

fat, cholesterol, diet, food,

health

marine, whaling, dolphin,

fish, allowed

# Economy topics
percentage, inflation,

price increase, chicken,

food

euro, ljubljana, million,

company

bank, mip, euro, million,

supervisory

slovenian, food, quality,

consumer, percentage

slovenian, company, mer-

cator, euro, million

# Other topics
other, can, life, time,

world

coach, team, season, play,

championship

oil, meat, minute, water,

paprika

prison, police officer,

prosecution, convicted,

euro

election, president, agree-

ment, government, politi-

cal

Figure 2: Relative counts for topics “agriculture”, “culture”, “ecology and health”, “economy”, and “other”.

Word “vegan”
environment healthy

organic climate change

Word “meat”
laboratory artificial

substitute

Figure 3: Cosine similarity (CS) between the words “vegan”
(left) and “meat” (right), and selected concepts.

The results indicate that topics related to the meat economy

are loosing ground to cultural (especially culinary), ecological,

and health topics. On the other hand, agricultural topics are

not gaining/loosing news coverage across time. The topic of

artificial meat is not yet carefully covered in Slovenian media and

since the initial increase in coverage in 2012/2013 has not been

gaining further traction. On the other hand, the results show that

there is semantic relation between the words vegan, healthy, and

ecological, which is also slowly increasing over time.

In the future, we will further explore main developments of

the meat narrative in Slovenian media by gathering a larger

corpus covering more media sources, which will allow us to

employ other approaches for topic analysis and semantic change

detection that require more data. We will also explore other

concepts and discourses in Slovenian media besides meat, such

as immigration, using techniques similar to the ones proposed in

this work. Finally, we plan to expand the analysis to also cover

media reporting in neighboring countries.
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ABSTRACT
Word sense disambiguation is an important task in natural lan-

guage processing and computational linguistics with several

practical applications, such as machine translation and speech

synthesis. While the bulk of research efforts are targeted to Eng-

lish, some multilingual resources which include Slovenian have

emerged recently. We utilized the Elexis-WSD dataset and a mul-

tilingual large language model to train models for word sense

disambiguation in Slovenian, using sentence pairs with match-

ing lemmas and matching or different word senses. The best

model achieved an 𝐹1 score of 81.6 on a Slovenian test set, al-

though the latter had a restricted vocabulary due to filtering

and is not comparable other testing frameworks. The exhaustive

generation of sentence pairs for given lemmas and senses did

not improve model performance and reduced the performance in

out-of-vocabulary testing. Training on a mixed English-Slovene

dataset maintained high test set as well as out-of-vocabulary

results.

KEYWORDS
word sense disambiguation, transfer learning, multilingual trans-

former

1 INTRODUCTION
Word sense disambiguation (WSD) aims to identify the correct

word sense used in a particular context. It is a long-standing

problem in the field of computational linguistics and is impor-

tant for downstream applications, such as machine translation,

information retrieval, text mining, and speech synthesis. Recent

WSD approaches use pre-trained large language models such

as BERT [3], fine-tuning them on annotated data. As with most

supervised machine learning approaches, there is a bottleneck

on high-quality training data acquisition. The problem is severe,

as standard WSD approaches treat each word sense as a separate

target label. A partial solution is to use multilingual pretrained

models that can leverage several WSD datasets.

In this paper, we demonstrate a methodology for cross-lingual

transfer learning for WSD in Slovene that does not require com-

patible sense inventories in different languages. The proposed

approach also works on out-of-vocabulary data.

After outlining related works in Section 2, we describe WSD

models we developed for Slovene in Section 3, and their evalu-

ation in Section 4. In Section 5, we provide an interdisciplinary

critique of the current approaches to WSD that may be informa-

tive for future research. Section 6 presents the conclusions and

ideas for further work.
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2 RELATEDWORK
One of the first WSD algorithms was Lesk [11] and its various ex-

tensions that are based on the word overlap between pre-defined

sense definitions and target sentences. Conceptually, modern ap-

proaches to WSD remain strikingly similar, with advances stem-

ming mostly from increasingly complex word representations

(e.g. contextual word embeddings) and expansive lexicographical

resources (e.g. a gloss list for word senses in SemCor). Recent

approaches use supervised learning directly on word sense anno-

tations [5], enrich sense definitions with various lexicographical

resources [7, 19] and include lexical databases as graph data in

conjunction with contextual word embeddings [2].

Until recently, the development of contemporary WSDmodels

for Slovenian has been hindered by a lack of available datasets.

That was partly addressed by the inclusion of Slovenian in the

multilingual Elexis-WSD and XL-WSD datasets [12, 16]. Models

trained on the latter obtained an 𝐹1 score of 68.36% for Slovene

WSD, which is significantly lower than state-of-the-art English

models scoring 80% or above (although differing test frameworks

preclude direct comparisons).

3 METHODOLOGY
In this section we describe the training procedure, data prepara-

tion and testing framework used to develop and test the Slovenian

WSD models.

3.1 Training Task and Setup
We operationalized WSD as a sentence-pair binary classification

task that distinguishes between sentence pairs with an identical

or distinct word sense for a target lemma. Word senses were thus

defined solely through annotated examples without the need for

a secondary source of sense definitions (e.g. sense collocations,

coarse semantic tags or glosses). Casting WSD as a binary classi-

fication task allowed us to combine Slovene and English datasets,

as sentence pairs could be generated from different WSD datasets

irrespective of sense inventory compatibility. Examples of the

sentence pairs can be found in Table 1. The drawback of this

approach was a significant data loss from filtering, as many lem-

mas did not have enough senses and use examples to generate

sentence pairs.

For the base model, we used the pre-trained model CroSloEn-

gual BERT [22] that can encode Slovenian, Croatian, and English

texts. To reduce the training time and computational require-

ments, we used bottom layer freezing [10], gradient accumulation,

and early stopping for non-converging models. Hyperparameter

tuning was done on a 10% sample of the training data. We set the

learning rate to 3e-5, gradient accumulation steps to 16, the batch

size to 48, and the number of epochs to 2. Training a single model

on 20% of all Slovenian sentence pairs required approximately 4

hours using a 16 GB NVidia GPU.
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Table 1: Two Examples of the lemma Cirkus in the Pair Dataset and its English translation.

Lemma Sentence 1 Sentence 2 Match

Cirkus Družina na sliki s ’cirkusom’ postuje po deželi. Uprava ’cirkusa’ ni odpovedala predstave. Yes

Circus Family on the photo travels around the country with ’circus’. The ’circus’ management did not cancel the show. Yes

Cirkus Uprava ’cirkusa’ ni odpovedala predstave. Zganjali so ’cirkus’ okrog družinskih vrednot. No

Circus The ’circus’ management did not cancel the show. They were making ’circus’ around family values. No

Table 2: Number of Sentences, Lemmas and Word Senses
in Datasets.

Datasets Sentences (n) Lemmas (n) Word senses (n)

Original Sl. 202,240 5,604 11,069

Filtered Sl. 139,445 1,597 4,633

Full Sl. train 104,316 1,597 4,633

10% Sl. train 99,205 1,597 4,633

20% Sl. train 102,548 1,597 4,633

Validation 6,972 691 1,743

Test 28,157 1,597 4,633

10% En. train 27,028 2,852 9,683

20% En. train 27,123 2,852 9,683

20% mix train 126,233 4,437 14,316

OOV 3,006 25 50

3.2 Data Preparation
Weused both Slovenian and EnglishWSD datasets. The Slovenian

data was obtained from the Slovenian section of the Elexis-WSD

corpus [12] and the English data was drawn from SemCor to

approximately match the size of the filtered Slovenian data.

Over 50% of the original Slovenian lemmas had a single sense

tag. We removed multi-word and hyphenated senses and repeat-

edly filtered the datasets until there were at least two senses per

lemma with at least four examples. The original dataset was thus

heavily filtered from 202,240 sentences with 5,604 lemmas and

11,069 word sense tags to 139,445 sentences with 1,597 lemmas

and 4,633 word sense tags. Punctuation was removed and target

words were enclosed in apostrophes as a weak supervision signal

[7].

The filtered Slovenian dataset was split into train, test and

validation datasets. For the test dataset, we sampled two or eight

sentences per word sense (depending on the total number of

available sentences). The lower limit was needed to create sen-

tence pairs and the upper limit was used to prevent frequent

lemmas and senses from giving overly optimistic test scores. The

validation dataset was created by sampling four sentences per

word sense from lemmas with at least eight sentences, assuming

frequent senses would be sufficient to detect over- and under-

fitting. The remainder of the data was kept for training. The

Slovenian training and testing datasets contained the full cov-

erage of included word Slovenian senses (4,633 distinct senses)

and the validation dataset contained 1,743 senses. All Slovenian

datasets included the full coverage of included lemmas (1,597).

The Slovenian training dataset contained 104,316 unique sen-

tences, the testing set 28,159 sentences and the validation dataset

6,972 sentences.

The filtered Slovene datasets were transformed into a dataset

of sentence pairs by generating sentence combinations between

sentences sharing a lemma.We limited the number of non-matching

combinations generated to the number of possible matching com-

binations for each word sense. By storing infrequent sense pairs

and downsampling frequent ones, we created two smaller Slovene

sentence-pair datasets with the size of 10% and 20% of the original

dataset.

The English dataset was created to complement the Slovenian

one: we filtered out senses and lemmas that could not generate

sentence pairs, filtered out infrequent lemmas, created a sentence-

pair dataset and downsampled it to the size of the two smaller

Slovenian datasets. The number of negative and positive pairs

was roughly balanced for all pair datasets. Additionally, multi-

ple smaller Slovene datasets [4, 13, 14, 17, 20, 21] were joined

and filtered to create an out-of-vocabulary (OOV) dataset that

included only lemmas absent from the main Slovenian dataset.

The OOV dataset consisted of sentence pairs with matching or

non-matching word senses for a target word. Table 2 summarizes

the number of sentences, lemmas, and senses for each dataset.

In total, we trained 7 models that differed in the training data

used: the entire Slovene dataset, the 10% Slovene dataset, the 20%

Slovene dataset, the 10% English dataset, the 20% English dataset

(with and without early stopping) and the mixed 20% dataset

(a concatenation of the 10% Slovene and English datasets).

3.3 Evaluation Settings
Model performance was measured using the 𝐹1 score and the

Matthews correlation coefficient (MCC). The latter is a chi-square

statistic computed from the confusion matrix of classification

results. It served as an additional performance metric and en-

abled us to compare models without having to predict specific

word sense tags (e.g., evaluate models on the OOV dataset with

dissimilar lemmas and sense tags).

Two methods were used to predict the sense classes on the

Slovenian test set. The first prediction method, called the average
sense probability heuristic (ASP) used the test set structure with

the models’ binary classifier to determine the most likely sense.

The target sentence was combined with all other test sentences

sharing a lemma (except with itself) and a softmax value was

obtained for each pair. The softmax values were averaged based

on the sense tag of the non-target sentence and the sense with

the highest average score was chosen as the sense prediction for

the target sentence. The second prediction method used near-

est neighbour matching between target sentence embeddings

and sense embeddings. The latter were created by converting the

entire Slovenian training and validation dataset into sentence

embeddings [18] and averaging them by their word sense tags.

The test sentences were likewise embedded and their sense label

was predicted by selecting the sense embedding with the lowest

cosine distance from the target sentence embedding.

The most frequent sense (MFS) heuristic as well as the sense

embedding predictions from an untrained model were used as

performance baselines. Lastly, several 𝐹1 scores per model (micro-

𝐹1, macro-𝐹1 and micro-𝐹1 by POS tags) were used as repeated
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Table 3: 𝐹1 Scores of Binary Classifier Predictions.

Model Micro-𝐹1

MFS baseline 40.4

Full Sl. 81.0

10% Sl. 81.4

20% Sl. 80.5

10% En. 68.7

20% En. 46.9

20% En. (early stopping) 80.6

20% mix 81.6

Table 4: Binary Classifier MCC Test and OOV Scores.

Model MCC test MCC OOV

Full Sl. 0.629 0.273

10% Sl. 0.55 0.292

20% Sl. 0.578 0.284

10% En. 0.321 0.268

20% En. 0.004 0.273

20% En. (early stopping) 0.491 0.353
20% mix 0.578 0.326

Table 5: 𝐹1 Scores of Nearest Neighbour Predictions.

Model Micro-𝐹1

MFS baseline 40.4

Untrained model 21.7

Full Sl. 72.8
10% Sl. 50.9

20% Sl. 60.7

10% En. 53.2

20% En. 60.6

20% En. (early stopping) 28.7

20% mix 61.0

measures for model comparison using the Friedman test with the

Nemenyi post-hoc test.

4 RESULTS
We evaluated model predictions with binary classifiers and with

nearest neighbour matching to sense embeddings. Additionally,

we used the Matthews correlation coefficient to evaluate the per-

formance of binary classifiers and evaluate model performance

on the out-of-vocabulary dataset.

4.1 Binary Classifier Sense Predictions
The baseline 𝐹1 from the MFS heuristic was 40.4%. The difference

betweenmodel predictionswas statistically significant (𝜒2
𝐹
= 36.12;

df = 5; n = 8; p < 0.001) with the top three models differing signif-

icantly from the MFS baseline: the models, trained on the mixed

20% training data (𝐹1 = 81.6; p = 0.001), the 10% Slovene data

(𝐹1 = 81.4; p = 0.026), the entire Slovene dataset (𝐹1 = 81; p = 0.004). De-

tailed results from predictions with binary classifiers can be found

in Table 3. The statistical differences between binary classifica-

tion models are presented in Figure 1.

4.2 Binary Classifier Correlation Metrics
As the testing set was transformable into sentence pairs, we used

the binary classifiers directly on the test set and computed a

MCC without predicting sense labels. We also applied the same

procedure to test model performance on the OOV dataset.

The highest correlation between actual and predicted binary

labels was achieved by the model, trained on the entire Slovenian

dataset (MCC = 0.629) followed by models, trained on the 20%

Slovene and 20% mixed datasets (MCC = 0.578; for both). The

highest correlation between the actual and predicted labels on

the OOV dataset was achieved by the model, trained on the 20%

English dataset with early stopping (MCC = 0.353), followed by

the 20% mixed dataset (MCC = 0.326). It should be noted that the

former was a base model with minimal updates, as the training

stopped after a single update at 200 out of 1916 total steps. Inter-

estingly, ranking the models by the amount of included training

data revealed a positive correlation between the number of in-

cluded examples and the testing dataset MCC (𝑟𝑠 = 0.566; df = 5;

p = 0.185) and a negative correlation between the number of

included examples and OOV dataset MCC (𝑟𝑠 = -0.378; df = 5;

p = 0.404), although neither association was statistically signifi-

cant. Detailed results from MCC testing can be found in Table 4.

4.3 Sense Predictions with Nearest Neighbour
Matching

For predictions with nearest neighbour matching between tar-

get sentence and sense embeddings, the baselines used were the

MFS heuristic (𝐹1 = 40.4%) and the predictions from the untrained

model (𝐹1 = 21.7%). The difference betweenmodel predictionswas

statistically significant (𝜒2
𝐹
= 45.11; df = 5; n = 9; p < 0.001). The

only model significantly different from the MFS predictions was

trained on the entire Slovene dataset (𝐹1 = 72.8%; p = 0.003). De-

tailed results from predictions using nearest neighbour matching

can be found in Table 5. The statistical differences between near-

est neighbour predictions from different models are presented in

Figure 2.

Figure 1: Critical Distance Diagram for Nearest Neighbour
Results.

5 DISCUSSION ON INTERDISCIPLINARY
ASPECTS

In this section, we offer a brief critique of the WSD task from the

perspective of psycholinguistics, pragmatics and insights gained

through model development, and suggest options for further

research.

The datasets commonly used for WSD are not transparent in

terms of the specific sense ambiguities they contain in spite of

available typologies. Psycholinguistic literature has identified

significant differences in human processing between homonymy
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Figure 2: Critical Distance Diagram for Binary Classifica-
tion Results.

and polysemy [8], as well as between various subtypes of the

latter (e.g., metonymy and metaphors) [9]. As demonstrated by

the use of the out-of-vocabulary test set, additional datasets,

even if comparatively small, can provide important additional

information on model performance. Incorporating a theoretically

informed typology of polysemy or lexical ambiguity, future re-

search could provide richer descriptions of word sense relations

contained in widely used WSD datasets as well as develop spe-

cific tests for various types of polysemy. The latter could draw

on datasets from psycholinguistic experiments, which commonly

control for a plethora of variables, such as word and sense fre-

quency. We also observed Elexis-WSD and SemCor contained a

large number of single-sense lemmas, which would explain why

𝐹1 scores from the MFS heuristic in related works are commonly

relatively high.

Furthermore, while large language models have achieved state-

of-the-art results in WSD, they do not fundamentally diverge

from distributional semantics [6], which is but one account of

possible disambiguation mechanisms. It is possible, for instance,

to conceptualise word disambiguation as a pragmatic process

whereby the common ground (shared knowledge) between speak-

ers [1] scaffolds disambiguation and by which account speakers

may introduce ambiguity on purpose to meet various commu-

nicative goals [15].

6 CONCLUSION
We developed several word sense disambiguation models for

Slovenian text and achieved comparatively high performance,

albeit on a limited selection of lemmas and word senses. We

demonstrated that including small datasets to measure out-of-

vocabulary performance yields important insights, as the models

tended to generalize better with compacter training datasets.

The models presented in this paper would benefit from a re-

view of Slovenian lexicographical sources and sense inventory

compatibility between them. Replacing annotated sentences with

sense definitions (e.g. collocation lists, coarse semantic tags, gloss

definitions) would greatly increase the number of available train-

ing examples. Other large language models could also be used

and a detailed hyperparameter optimization could be performed

for each model individually.

The source code related to this paper and the datasets used

are freely available
1
.
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ABSTRACT
The paper presents a system for predicting cryptocurrency con-

sensus prices within the Flare Time Series Oracle (FTSO), a de-

centralized oracle solution running on Flare blockchain. By lever-

aging a combination of smoothing techniques and machine learn-

ing methodologies, we detail and analyze the construction and

performance of our own provider. This paper presents the FTSO

mechanism, and basic information about the game theoretic back-

ground together with rewarding and submission protocol. Lastly,

we present our provider’s prediction accuracy for each coin.

KEYWORDS
FTSO, schelling point, machine learning, regression, smoothings

1 INTRODUCTION
The blockchain and decentralized finance (DeFi) sectors have

seen significant growth, but they share a common challenge:

securely accessing data not directly included in transaction sig-

natures. This issue, known as the oracle problem [3], hinders the

broader adoption of blockchain technologies as it’s typically dif-

ficult to obtain reliable off-chain data. While various on-chain

protocols offer solutions, each has its trade-offs concerning secu-

rity, accuracy, and data reliability. Traditional centralized oracles

present risks like data manipulation, whereas fully decentralized

alternatives often suffer from latency and higher costs.

This paper examines the Flare Time Series Oracle, a decentral-

ized oracle that uses a schelling point mechanism to aggregate

data from multiple providers [11]. Fata providers submit price

estimates every three minutes, with the system price determined

as a weighted median of these submissions. Given the inherent

price variability across exchanges and the indeterminate nature

of asset prices within a three-minute window, there isn’t a sin-

gular "correct" price. Providers aim to select a price close to the

final median, incentivized by the reward system. This competitive

environment, involving around 100 data providers, has shown

resilience against market anomalies and exchange issues. The

paper investigates machine learning techniques to predict this

final median price using exchange data. Given the dynamic na-

ture of the competition, our prediction methods are designed for

adaptability.

2 RELATEDWORK
While no literature precisely addresses the Flare FTSO, the gen-

eral oracle problem has been extensively studied. Caldarelli [4]

highlights the challenges of the blockchain oracle problem. El-

lul [7] delves into its role in decentralized finance. Zohar and
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Eyal [15] provide a comprehensive study, while Caldarelli’s sub-

sequent work [2] offers an overview of oracle research. Liu et

al. [14] survey various oracle implementation techniques. No-

tably, Alagha [1] introduces a reinforcement learning model to

enhance oracle reliability [11].

The main oracle solution provider is Chainlink, which ad-

dresses the oracle problem with enhanced security and scalability

in Chainlink 2.0 [5]. Zhang et al. [13] also detail their approach,

providing insights for evolving projects like Flare FTSO in the

oracle domain.

3 FTSO PROTOCOL
The Flare Time Series Oracle plays an important role in Flare Net-

work’s data accuracy and decentralization. The protocol works

in a series of discrete steps to decrease the performance hit on

the whole network. Every 3 minutes marks the beginning of a

new price epoch. Providers are mandated to submit their price es-

timates in a timely manner using the commit and reveal scheme

to maintain confidentiality and prevent other providers from

viewing or copying their predictions.

Only after the price epoch has ended, providers reveal the

actual submitted values. This reveal must be done in the first 90

seconds of the next price epoch, which overlaps with the first

half of the next submit epoch. After the reveal epoch ends, all

the revealed values are combined and a network-wide price is

calculated. Data providers are incentivized to submit good prices

by the network-wide rewarding system, by being rewarded if

prices fall in the middle two quartiles (IQR range) of the final

price.

The network thus gets fresh asset prices every 3 minutes with

some delay due to the reveal period. Such data granularity is not

sufficient for high-frequency trading but has proven sufficient

for many financial applications. The network and community

explicitly don’t define what a correct price is, to remove the

vulnerability of the definition relying on a specific price source.

Assets are denominated in $ with 5 decimal points of precision.

Since most of the exchanges quote a price that is accurate up

to 3 decimal points, the configuration and no price explicit defi-

nition ensure, that submitted prices fall near the perceived fair

market price, while still leaving room for competition on the last

decimals.

One of the unique features of the Flare Network is the ability

for token holders to delegate their votes to data providers. This

means that even if a token holder does not actively participate

in the estimation process, they can still earn FTSO rewards by

delegating their voting power [8] and impact the price by select-

ing a specific data provider. It is important to note, however, that

the voting power of a single data provider is limited to 2.5% to

avoid too big of an individual impact.

The FTSO’s reward mechanism is fostering decentralization

and ensuring real-time data accuracy. Given that the core task

revolves around predicting prices of other providers, participants

not only need to make accurate predictions but also strategize
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to outperform others, making it a game of strategic decision-

making. This challenge intriguingly sits at the crossroads of data

science and game theory [6].

4 DATA RETRIEVAL AND PREDICTION
4.1 Overview
The data retrieval process is a crucial step in our analysis. It

involves collecting, processing, and preparing time series data,

specifically price and timestamp pairs, for further analysis. This

data is essential for understanding trends, making predictions,

and deriving insights.

The primary source of our data are the FTSO prices from pre-

vious epochs and current data from various exchanges. Selecting

a specific subset of exchanges as a datasource is a nontrivial task.

Each exchange has its own set of characteristics: trading volume,

user base, regional influences, and even specific trading behaviors.

Historical data shows, that providers are quick (on a sub-hour

basis) to adapt to market opening and closing times and usually

disregard after-hours trading prices on exchanges. Furthermore,

the reliability of data from each exchange can vary. Some ex-

changes might offer more consistent and clean data, while others

might have gaps or anomalies.

4.2 Data Processing and Smoothing
Techniques

Once the data is retrieved, it undergoes several processing steps

to ensure its quality and relevance for prediction. One of the

primary challenges in time series forecasting is the inherent

noise present in the data. Financial data is specifically prone to

short-term spikes as low liquidity exchanges can experience large

price deviations when market depth is limited. The spikes are

quickly exploited by arbitragers, but price jumps - anomalies - are

still available in the data and must be accounted for. We employ

various smoothing techniques to filter out noise and highlight

the underlying trends.

Exponential Moving Average (EMA): EMA is a type of

weighted moving average that gives more weight to the most re-

cent prices. In our system, the EMA vector and its alpha value are

optimized using the curve_fit method from scipy.optimize
library [10].

Savitzky-Golay Smoothing: This technique uses convolu-
tion to fit successive subsets of adjacent data points with a low-

degree polynomial. It’s effective in preserving the features of the

distribution, such as heights and widths, making it suitable for

our analysis [12].

Linear Interpolation: Linear interpolation is used to esti-

mate values between two known values in a dataset. Our system

employs a skew linear fit to interpolate missing or anomalous

data points.

FFT Smoothing: The last smoothing method we’ve used is

the Fast-Fourier smoothing.

Each of these methods has its own strengths and is chosen

based on the specific characteristics of the data and the prediction

requirements. So far, the only other smoothing method we’ve

tried to incorporate is LOWESS (Locally Weighted Scatterplot

Smoothing), which performed worse than the rest of the smooth-

ing methods after training an overdetermined system on it (see

4.3). The mentioned methods were selected, as they are com-

monly used for smoothing the financial data [9], easily available

in multiple scientific libraries, and offer good resilience against

sudden spikes that are markets with low liquidity.

4.3 Prediction Mechanism
After smoothing the data using the techniques listed above, we

adopt an overdetermined system approach for our predictions.

This entails constructing a system of equations from the pro-

cessed data and subsequently employing the least squares method

to find the optimal prediction parameters.

Suppose we’re training our time series over 𝑚 epochs. Let

𝐸 ∈ R𝑚×𝑛
be a matrix where each column 𝑒𝑖 , represents the

price vector for the 𝑖-th exchange across the𝑚 epochs. Vector

v ∈ R𝑛 signifies the normalized weights or contributions of each

exchange to the forecasted price. Each entry, 𝑣𝑖 in v corresponds

to the significance of the 𝑖-th exchange.

Given the extensive epoch training data required for our model

training and the limited availability of crypto exchanges (in the

tens), we are dealing with an overdetermined system. In this

context, we optimize the vector v using the least squares error

method. The residual sum of squares evaluation function is opti-

mized using the fmin_cgmethod from scipy.optimize, aiming

to find the parameters that minimize the difference between the

predicted values and the actual values in the training data.

For each exchange and for each smoothing method, we define

a possible upper and lower range for themethod’s parameters and

specify a step size. We then compute the cartesian product of all

these sets, yielding all viable optimized parameter combinations

in the form of a multidimensional grid. For each combination in

this cartesian product, we smooth the data using the methods de-

scribed above, train the model and calculate the optimal solution

vector, which tells us how much weight should each exchange

hold. Finally, we identify the model configuration that delivers

the best performance.

The overdetermined systemwas chosen due to a number of dif-

ferent factors. We preferred a simple model with the potential for

an explanation or at least the possibility of quick access to infor-

mation in which input parameters offer greater prediction power.

Although not included in our numerical utility function, dele-

gation and the social aspect of goodness of price are important

for multiple reasons. Being less good, but providing reasonable

prices attracts more delegations and provides more security and

trust in the network. Therefore, the error of not predicting the

price fully correctly versus being off by a lot due to an edge

condition or overfitting a specific input parameter was much

preferred. Furthermore, incoming network upgrades might force

the providers to buy or sell assets on the price revealed (and not

on market price) and this means that a large deviation from the

correct price would also be financially problematic.

Lastly, the providers work in bursts. Most of the information-

rich exchange data comes in just before the end of the epoch

(last few seconds), so a longer evaluation time might mean we

miss some information or be too late for the submission. Our

internal analysis shows, that submission must be calculated at

least 8-5 seconds before the end of each epoch to be reliably

accepted by the network validators. (network latency usually

requires a submission of the price a few seconds before the end

of the epoch).

5 RESULT ANALYSIS
We evaluated the performance of our trained models by com-

paring them against three simpler prediction methods: Last Seen
Value Method predicts that the future value of a coin will be the

most recent exchange price observed before the prediction starts.

The Previous Epoch Value method predicts the price of a coin as
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the FTSO price from the previous epoch. Lastly, we also try the

overdetermined system witouh any smoothing.

Our calculation accuracy analysis spanned over a week, with

new models trained every day on the previous 8-hour data (160

epochs). Following this, the model’s success rate was then vali-

dated against the subsequent 8-hour dataset right after the train-

ing data. The success rate is the amount of times the predicted

price would be in the interquartile range divided by the number

of epochs the price was submitted for. This exactly corresponds

to what price providers are financially incentivized to do.

The detailed results are presented inFigures 1a to 1d. As an-

ticipated, the Last Seen Value Method method yields modest

outcomes, averaging averaging prediction success rate of 3.5%

across all coins.

For the Previous Epoch Value Method approach, we set the

prediction to match the price from the previous epoch. While

this method outperformed the first, it still registered a low perfor-

mance, averaging around 7% for all coins over the week. Notably,

several coins like ETH or FIL had an average success rate close

to 0%, while DOGE achieved an average of 15%.

The method Training an Overdetermined SystemWith-
out Smoothing the Data outperformed the first two, averaging

around 10% success rate accross all coins during the testing week.

Notably, the full prediction method that Smooths the Data and
Trains and Overdetermined System outperformed all of the

previous methods.

The evaluation closely mirrored real-world conditions, due to

changes in exchanges, fluctuations in vote powers, and inclusion

of new data providers in the median calculation, models must

be continuously retrained on an almost daily basis. Over the

observed epochs, our FTSO provider demonstrated varied suc-

cess rates across different cryptocurrencies. The success rates for

XRP, DOGE and BTC generally ranged between 0.20 to 0.45, indi-

cating moderate to high prediction accuracy. Meanwhile, coins

like XLM, ADA, and ARB had lower success rates, often below

0.15, suggesting challenges in predicting their prices. Overall,

the provider’s performance fluctuated across epochs and coins,

with some cryptocurrencies consistently achieving higher suc-

cess rates than others. Overall, we were able to achieve moderate

prediction success of around 0.22, currently ranking 26th among

the 94 active FTSO providers.

Because this method of smoothing and training an overdeter-

mined system yielded better results than previous method of just

training an overdetermined system, we can also be certain that

smoothings in this case improve the result. This goes to show that

without smoothing, our prediction model is highly influenced

by noise and short-term fluctuations, making it challenging to

capture the underlying trend in the time series data.

Coin Last Seen Prev. Ep No smoth Smooth
XRP 0.07412964 0.01536945 0.00542317 0.00398449

XLM 0.00010802 0.00025230 0.00090994 0.00025548

DOGE 0.00004626 0.00001359 0.00000733 0.00000641

ADA 0.00000201 0.00000395 0.00000183 0.00000174

BTC 23.78687273 5.01065648 1.94068887 0.91171693

ARB 0.00098386 0.00025156 0.00015229 0.00014042

Table 1: RMSE for each method and selected coins

Over the observed epochs, our FTSO provider demonstrated

varied success rates across different cryptocurrencies. The suc-

cess rates for XRP, DOGE and BTC generally ranged between 0.20

to 0.45, indicating moderate to high prediction accuracy. Mean-

while, coins like XLM, ADA, and ARB had lower success rates,

often below 0.15, suggesting challenges in predicting their prices.

Overall, the provider’s performance fluctuated across epochs and

coins, with some cryptocurrencies consistently achieving higher

success rates than others. Overall, we were able to achieve mod-

erate prediction success of around 0.22, currently ranking 26th

among the 94 active FTSO providers.

Because this method of smoothing and training an overdeter-

mined system yielded better results than previous method of just

training an overdetermined system, we can also be certain that

smoothings in this case improve the result. Without smoothing,

our predictionmodel is highly influenced by noise and short-term

fluctuations.

Coin Last Seen Prev. Ep No smoth Smooth
XRP 0.02129 0.04986 0.18729 0.339

XLM 0.02886 0.11686 0.03129 0.11329

DOGE 0.07686 0.16986 0.13186 0.38086

ADA 0.04143 0.14214 0.06157 0.13457

BTC 0.01043 0.01943 0.14071 0.32543

ARB 0.027 0.02343 0.09129 0.11529

Table 2: Average success rate for prediction methods

6 RMSE VALUES
Lastly, analyzed for each method and for each coin what is it’s

RSME (root mean squared error) to provide more insight into

each method’s accuracy. The results are depicted in 1. It’s worth

mentioning that since the prices of different coins vary, the RMSE

values aren’t comparable across the coins but only across the

methods for one coin. For most coins, the Last Seen Value method

generally yields the highest RMSE values, indicating the worst

accuracy relative to other methods. Conversely, the Overdeter-
mined system with smoothing method tends to produce the lowest

RMSE values for most of the coins. The methods Previous Epoch
Value and Overdetermined system without smoothing are ranked

somewhere in between.

7 DISCUSSION AND FUTUREWORK
We have developed and assessed a functional provider solution

to predict prices within the FTSO protocol. While we observed

commendable performance for coins such as XRP, DOGE, and
BTC, the results for other coins like XLM, ADA, and ARBwere not

as promising. Exploring additional smoothing techniques and

incorporating multiple prediction methods would be beneficial.

Notably, ensemble methods are renowned for reducing prediction

variance, which in turn increases the probability of predictions

falling within the median target range.

This paper has only focused on non-deep learning approaches

to FTSO price prediction. A promising extension to the provider

would be to explore time series prediction using various deep

learning methods such as RNN or LSTM neural networks. These

models have the potential to capture more subtle patterns in the

data and adapt to the dynamic prices of the crypto coins. They

might need to be modified to adapt to the specifics of the FTSO

system and quick retraining times. Combining the more expen-

sive inference of neural networks with presented overdetermined

system together with error bounds on prediction results might

also offer a more performant composite algorithm that would be
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(a) “Last Seen Value” method (b) “Previous Epoch Value” method

(c) Overdeterminded system without data smoothing (d) Overdeterminded system without with data smoothing

able to use the fallback prediction in case of lateness of prediction

by a stronger but more complicated model.
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ABSTRACT
Non-intrusive load monitoring (NILM) enables the extraction of
appliance-level consumption data from a single metering point.
Appliance ON/OFF classification is a particular type of such
appliance level data extraction recently enabled by deep learning
(DL) techniques. To date, a study on the influence of neural filter
selection on the performance and computational complexity for
appliance ON/OFF classification is missing. In this paper, we start
from a widely used DL architecture, adapt it for the appliance
ON/OFF classification problem and then study the influence
of the filters on the model performance and model complexity.
Through this study we develop a model, PirnatCross, that excels
at cross-dataset performance, offering an average improvement in
average weighted F1 score of 17.2 percentage points vs a SotA
model and VGG11 baseline respectively, when trained on REFIT
and evaluated on UK-DALE and vice versa. Also, PirnatCross
consumes 6-times less energy compared to a SotA model.

KEYWORDS
non-intrusive load monitoring (NILM), ON/OFF appliance classifi-
cation, deep learning (DL), convolutional recurrent neural network
(CRNN), multi-label classification

1 INTRODUCTION
Mitigating the impact of climate change is an urgent challenge that
requires collective action to keep the global average temperature
below 1.5◦C in relation to pre-industrial levels. Reducing unnec-
essary electrical energy consumption and consequently limiting
electrical energy production is a crucial step towards achieving our
goals, as it is estimated that such activities account for over 40% of
the total CO2 equivalent generated by human activities 1. Beside
reducing energy consumption, we are increasingly adopting renew-
able power plants due to their significantly lower CO2 emissions
compared to fossil fuel-based ones 2. However, renewable energy
resources have a major drawback; dependency on renewable re-
sources which are far less predictable, posing a challenge to the
stability of the power system [11]. To address this issue, demand
response strategies are being implemented to adjust electricity
consumption to better match supply [1]. Consequently, efforts are
being made to monitor and manage energy consumption more
efficiently in residential buildings, making it relevant to track
device activity (ON/OFF events) [3].

1tinyurl.com/CO2-from-electricity1
2tinyurl.com/renewable-energy-doubled
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To avoid the high cost and invasiveness of monitoring each
individual device with an electricity meter, researchers have de-
veloped a more economically efficient method known as non-
intrusive load monitoring (NILM). This method involves obtaining
appliance-level data using just one metering point to measure the
total electricity consumption of a household. By using classifica-
tion techniques for NILM, it is possible to determine the states
(ON/OFF) of devices within a household and monitor their activity
for demand response applications. As in a typical household it
is possible to have several appliances working simultaneously, a
suitable approach for determining the activity states of appliances
is multi-label classification, where the state of each appliance is
used as the class label and the recorded readings from a single
household meter serve as input samples. Li et al. were among the
first to propose multi-label classification for NILM disaggregation.
More recently, Tanoni et al. [12] employed gated recurrent unit
(GRU) in their CRNN for weakly-supervised training, mixing the
amount of strongly and weakly labeled data to confirm the effec-
tivness of such approach. Also Zhou et al. [14] proposed a new
model called TTRNet, which uses a transpose convolution before
a recurrent layer, a method, which has also shown better results
in other works [8]. The existing works based on DL techniques
typically lack a DL computational complexity/energy consumption
analysis that is relevant in designing such models [2]. For instance,
in [5] they analyzed the carbon footprint of various architectures
and concluded that convolutional layers are power hungry because
they operate in three dimensions, unlike fully connected layers
which operate in two dimensions.

Existing studies typically develop and evaluate their method on
a only a few datasets that are often limited in size. For instance [12]
relied on two publicly available datasets and developed and evalu-
ated a model for each of the two: REFIT [9] and UK-DALE [6].
While this approach is appropriate for relative method performance
assessment, some studies have discussed also the importance of
cross-dataset evaluation. For example, Han et al. [4] described
significant dataset biases and high class imbalance of in-the-wild
datasets as a fundamental bottleneck in facial expression recogni-
tion. Their results showed that cross-dataset evaluation can reduce
dataset bias and improve the performance.

In this paper we aim to better understand the influence of
the filters on the model performance and model complexity for
multi-label ON/OFF appliance classification through intra and
cross-dataset evaluation. Our main contributions are as follows:

• We adapt VGG19, a widely used DL architecture, for the
appliance ON/OFF classification and study the influence of
the filters on the model performance and model complexity.

• We develop a model, PirnatCross, that excels at cross-dataset per-
formance, offering an average improvement of 17.2 percentage
points vs a SotA model and VGG11 baseline respectively, when
trained on REFIT and evaluated on UK-DALE and vice versa.
Also, PirnatCross consumes 6-times less energy compared to
SotA model.
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PREDICTION:
- Active devices:  D1, D2, D4, ...
- Inactive devices: D3, D5, ...

Figure 1: We input the data measured from a household into the DL model and it outputs 𝑠𝑖 for each device present in the
experiment. If 𝑠𝑖 is greater than 0.5 we classify the device as active, if not as inactive.

The paper is organized as follows. Section 2 provides the
problem statement, Section 3 presents methodological details,
while Section 4 analyses the results of our study. Finally, Section 5
concludes the paper.

2 PROBLEM STATEMENT
Given an input power consumption measured by a smart meter
𝑝 (𝑤) over a time window 𝑤 , we aim to develop a multi-label
ON/OFF classifier Φ that maps the input to a probability vector
𝑠 (𝑤) corresponding to the status of the home appliances as:

𝑠 (𝑤) = Φ(𝑝 (𝑤)) (1)

The |𝑠 | of the set 𝑠, indicates the number of appliances to be
recognised. For each window of measurements 𝑝 (𝑤) input to
the model Φ, 𝑠 (𝑤) will be of the form [𝑠1 (𝑤), 𝑠2 (𝑤), ...., 𝑠𝑁 (𝑤)],
𝑠𝑖 ∈ [0, 1] and 𝑁 = |𝑠 | where each 𝑠𝑖 estimates the probability
of appliance 𝑑𝑖 to be active as also depicted in Figure 1. When
𝑠𝑖 > 0.5 the appliance will be classified as ON, otherwise it will be
classified as OFF. More than one appliance can be ON at the same
time, therefor 𝑠 contains multiple labels assigned to the current
instance. In this paper 𝑁 = 5 in total of which any 1-4 can be
active.

The ON/OFF classifier Φ realized as a deep learning network is
typically composed of a set of layers [𝑙1, 𝑙2, ....𝑙𝑀 ] where the types
of the layers may vary depending on how the respective architecture
is designed. For instance 𝑙𝑖 ∈ [𝐹𝐶, 𝑃𝑜𝑜𝑙,𝐶𝑜𝑛𝑣,𝐺𝑅𝑈 , ...], where
FC stands for fully connected, Pool stands for pooling, Conv for
convolutional and GRU for gated recurrent unit. As has been
already shown also in [10], the computational complexity varies
across the types of the layers.

In developing Φ, we start from the VGG family of architectures
as they are widely used in various communities and have already
shown promising results for classification on NILM [7]. More
precisely we consider VGG19 comprising of 19 layers with train-
able parameters, 16 of which are convolutional and 3 are fully
connected. The convolutional layers are grouped into five blocks:
• Block 1: 2 x conv. with 64 filters + Max pooling
• Block 2: 2 x conv. with 128 filters + Max pooling
• Block 3: 4 x conv. with 256 filters + Max pooling
• Block 4: 4 x conv. with 512 filters + Max pooling
• Block 5: 4 x conv. with 512 filters + Max pooling

This architecture has been tailored to accommodate time series
data, replacing the 2D convolutions and pooling from VGG19,
designed for images, with 1D counterparts that are more suitable
for time-series. In addition, the convolutional layers in the 5th
block have been replaced with transpose convolutional layers to
increase the temporal resolution of features to reduce their number
as suggested in [14]. We also integrated a recurrent layer after the
5th block, GRU layer to be specific, as it is able to model temporal

relationaships in the time series and it was shown to achieve good
performance in a recent study [12].

In order to estimate the computational complexity of the result-
ing architecture, referred to as PirnatCross, we must first calculate
its complexity as the sum of all floating point operations (FLOPs)
that have to be computed for each of its layers. This can be calcu-
lated for convolutional, pooling and fully-connected layers with
the equations from [10] and for GRU with equation from [13].

As convolutional layers dominate in our adaptation of VGG19,
and the computational complexity of a convolutional layer is
relatively high compared to other type of layers [10]. Generally,
the number of FLOPs used throughout the convolutional layer
𝐹𝑐 is equal to the number of filters 𝑁𝑓 times the flops per filter
𝐹c = (𝐹pf + 𝑁ipf)𝑁f. Therefore we aim to study the influence
of the number of the filters 𝑁𝑓 on the model performance and
complexity. Let the starting number of filters in each block of the
adapted architecture be the same as in the original VGG19, namely
𝐹 = [64, 128, 256, 512, 512], analyze the model performance as
average F1 score versus computational complexity in FLOPs.

3 METHODOLOGY
This section provides methodological details related to the datasets,
the training approach and evaluation process that were employed
for the study.

3.1 Datasets
The study is conducted using two datasets: UK-DALE [6] and RE-
FIT [9]. Within each dataset, we monitor the same five appliances
𝑑𝑖 that were also used in recent research [12]: fridge, washing
machine, dishwasher, microwave, and kettle. The data from the
selected devices is obtained and processed using the procedure
described by Tanoni et al. [12] to form 2 mixed datasets. After
processing, the two mixed datasets each consist of the same five
devices, with each sample containing a random selection of one
to four active devices. Samples with varying numbers of active
devices are randomly distributed throughout the datasets. We
evaluate the cross-dataset performance of models on two mixed
datasets obtained by processing data from, UK-DALE and REFIT,
in both directions. Specifically, we train models on REFIT derived
dataset and test them on UK-DALE derived datasetand vice versa,
by training on UK-DALE derived dataset and testing on REFIT
derived dataset.

3.2 Benchmarks
In order to have a more meaningful study, we also evaluate
PirnatCross, the adapted VGG19, against a VGG11 baseline and a
recently published work TanoniCRNN [12]. For VGG11, we used
a learning rate of 0.0001 and the same batch size and epochs. For
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TanoniCRNN, we used the hyperparameters specified as optimal
in their paper [12].

For PirnatCross we vary the set of the filters 𝐹 by mul-
tiplying with 𝑘 ∈ [0.02, 0.04, 0.06, 0.08, 0.1, 0.3, 0.5, 0.7, 0.9, 1.1,
1.3, 1.5, 1.7, 1.9, 2.1, 2.3, 2.5]. The learning rate, batch size, and
number of epochs were determined through a process of trial
and error, informed by previous experiments, and subsequently
fine-tuned for each model, to optimize model performance and
stability. The resulting values are: learning rate of 0.0003, a batch
size of 128, and trained for 20 epochs.

While some models were capable of handling larger batch sizes,
we found that performance was not improved by increasing the
batch size beyond 128, so we kept it unchanged for all models. We
train and evaluate using 5-fold cross-validation.

3.3 Metrics
We use the average weighted F1 score (𝐹1𝑠𝑐𝑜𝑟𝑒𝑤 ) as a performance
metric because our datasets are not balanced and do not provide
equal representation for each device.

𝐹1𝑠𝑐𝑜𝑟𝑒𝑤 =

𝑁𝑑∑︁
𝑖=1

𝐹1𝑠𝑐𝑜𝑟𝑒𝑖 ×𝑊𝑒𝑖𝑔ℎ𝑡𝑖 (2)

The average weighted F1 score is calculated using three metrics:
true positive (TP), false positive (FP), and false negative (FN). TP
measures the instances where the device is accurately classified as
active, while FP represents cases where the device is erroneously
classified as active. FN indicates instances where the device is
mistakenly classified as inactive.

From these metrics, we derive the precision (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃 ) and recall (𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁 ), which are used to cal-

culate the F1 score (𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 ). To obtain

the average weighted F1 score (2), we first compute the F1 score
for each device, then take the average based on their weight
(𝑊𝑒𝑖𝑔ℎ𝑡 = 𝑆𝑆𝐷

𝑆𝐴𝐷
), which is determined by the support for the

specified device (SSD) and the support of all devices (SAD).
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Figure 2: Average F1 scores on intra and cross-dataset training
and evaluation as a function of filter scaling factor.

4 RESULTS
In this section we first determine the optimal filter configuration
for variations of the PirnatCross architecture to achieve high
average weighted F1 score. We then follow with a computational
complexity and carbon footprint assessment. Finally, we then
benchmark the performance of models in cross-dataset evaluation
on REFIT and UK-DALE datasets.

4.1 Analysis of Tuning the Filters in PirnatCross
Figure 2 depicts the performance of the PirnatCross architecture
where the original number of filters in the set 𝐹 has been scaled

by scaling factors 𝑘 ∈ [0.02, 0.04, ..., 2.5]. The upper two curves
present the average weighted F1 score for models trained and evalu-
ated on REFIT and UK-DALE separately, so without cross-dataset
evaluation. The second lowest curve presents the average weighted
F1 scores for models trained on REFIT and cross evaluated on
UK-DALE while the lowest curve presents the results on training
on UK-DALE and cross evaluating on REFIT. In our experiments,
we observe only the cross evaluation models, they show a rapid
improvement in performance for scaling factor values from 0.02
to 0.08. From scaling factor value 0.08 to 0.9, we see a decline
in performance in one example and a small improvement in the
others, while beyond 0.9 the results gradually decline. For scaling
factors above 1.3 a rapid drop in performance can be observed.

Marked with light blue in Figure 2 and also depicted in Figure
3 is the PirnatCross version of the proposed architecture having
𝐹 scaled by 0,08 and thus resulting in the 𝐹1 = [5, 10, 20, 40, 40]
filter configuration of the blocks. PirnatCross1 performs optimally
in terms of avg F1 score.

PirnatCross1 also contain 5 blocks as the original VGG19.
The first two comprising of two convolutional layers and the
subsequent two comprising of four convolutional layers. The final
block consists of four transpose convolutional layers and all blocks
include an average pooling layer after the convolutional layers.
Preceding the output layer, our model incorporates a GRU layer
with a size of 64. Additionally, two fully-connected layers, each
consisting of 4096 nodes, are included in the architecture. The
output layer of our model comprises five nodes corresponding to
the states 𝑠𝑖 of the 5 appliances 𝑑𝑖 considered in this study. All
layers utilize the ReLU activation function, except for the output
layer which employs the sigmoid activation function.

4.2 Computational Complexity and Carbon
Footprint Analysis

Table 1 summarizes the weights, FLOPs, energy and carbon
footprint numbers for PirnatCross versus the TanoniCRNN and
VGG11 baselines. The results take into account the fact that the
models were trained on Nvidia A100 graphics card, located in
Slovenia where 250g of CO2 equivalent is produced with each
kWh of electricity. The specific equations used to calculate, energy
and carbon footprint are defined in our previous work [10].

It can be seen from the second row of the table that PirnatCross
achieves superior energy efficiency compared to other models,
exhibiting energy consumption 6-times smaller compared to SotA
TanoniCRNN and 6.6-times smaller compared to VGG11.

Table 1: Computational complexity and carbon footprint anal-
ysis for the proposed architecture and selected baselines.

NN weights FLOPs energy carbon footprint

PirnatCross 17.4 · 106 185 · 106 329 kJ 22,9 g CO2 eq.
TanoniCRNN [12] 0.75 · 106 1.11 · 109 1967 kJ 136.7 g CO2 eq.
VGG11 185.6 · 106 1.21 · 109 2150 kJ 149.3 g CO2 eq.

4.3 Cross-Dataset Analysis
Tables 2 and 3 present the per device breakdown of the F1 scores
for PirnatCross, TanoniCRNN and VGG11 when trained on REFIT
and evaluated on UK-DALE and vice versa.

When we trained on REFIT and evaluated on UK-DALE, the
scores for the four models were as follows: PirnatCross achieved a
score of 0.766, TanoniCRNN achieved a score of 0.752 and VGG11
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Figure 3: The proposed architecture PirnatCross made for maximum performance.

Table 2: F1 scores for PirnatCross1, TanoniCRNN [12] and
VGG11 trained on REFIT and evaluated on UK-DALE.

devices PirnatCross TanoniCRNN [12] VGG11

fridge 0,944 0,972 0,462
washing machine 0,650 0,690 0,544
dish washer 0,646 0,648 0,294
microwave 0,728 0,756 0,512
kettle 0,786 0,622 0,420

weighted avg 0,766 0,752 0,456

Table 3: F1 scores for PirnatCross1, TanoniCRNN [12] and
VGG11 trained on UK-DALE and evaluated on REFIT.

devices PirnatCross TanoniCRNN [12] VGG11

fridge 0,730 0,232 0,508
washing machine 0,668 0,666 0,366
dish washer 0,596 0,468 0,360
microwave 0,526 0,630 0,506
kettle 0,800 0,782 0,408

weighted avg 0,672 0,542 0,438

achieved a score of 0.456. However, when we trained on UK-DALE
and tested on REFIT, the scores were notably lower for all four
models. PirnatCross achieved a score of 0.672, TanoniCRNN
achieved a score of 0.542, and VGG11 achieved a score of 0.438.

This outcome may be explained by the fact that REFIT has a
significantly higher level of data noise compared to UK-DALE as
shown in prior work [12]. Consequently, the testing results obtained
from UK-DALE are expected to show higher F1 scores. Moreover,
we observed that, overall, our model PirnatCross consistently
outperformed the other models in both testing scenarios, achieving
the highest weighted average F1 scores overall.

5 CONCLUSIONS
To address the challenge of cross-dataset usage scenario on NILM
ON/OFF classification, we propose PirnatCross, with an aim to
present the maximum performance and the energy efficiency. The
results of our evaluation on the REFIT and UKDALE datasets
reveal that PirnatCross achieve an average performance improve-
ment of 7.2 over SotA and 27.2 percentage points over baseline,
underscoring its superior effectiveness in handling data from di-
verse sources. Additionally PirnatCross consumes 6-times less
energy compared to SotA model. To develop PirnatCross, we
employed our methodology. In the case of classification on NILM
this included beginning with the VGG19 architecture and imple-
menting several modifications, such as replacing the convolutional
layers with transpose convolutional layers in the 5th block, incor-
porating a GRU layer after it, and adjusting the number of filters
based on our analysis. Our analysis revealed that an increase in

the number of filters in convolutional layers and consequently an
increase in the number of FLOPs did not necessarily lead to an
improvement in classification accuracy. Instead, we observed a
point of steady improvement in performance, followed by a gradual
decline and a significant drop in performance when the number of
filters exceeded a certain threshold. This information is crucial for
optimizing the architecture of NILM models, and keeping track of
the carbon footprint.
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