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PREDGOVOR MULTIKONFERENCI
INFORMACIJSKA DRUZBA 2022

Petindvajseta multikonferenca Informacijska druzba je prezivela probleme zaradi korone. Zahvala za skoraj
normalno delovanje konference gre predvsem tistim predsednikom konferenc, ki so kljub prvi pandemiji modernega
sveta pogumno obdrzali visok strokovni nivo.

Pandemija v letih 2020 do danes skoraj v ni¢emer ni omejila neverjetne rasti IKTja, informacijske druzbe, umetne
inteligence in znanosti nasploh, ampak nasprotno — rast znanja, raCunalnis$tva in umetne inteligence se nadaljuje z ze
kar obi¢ajno nesluteno hitrostjo. Po drugi strani se nadaljuje razpadanje druzbenih vrednot ter tragi¢na vojna v
Ukrajini, ki lahko pljuskne v Evropo. Se pa zavedanje vecine ljudi, da je potrebno podpreti stroko, krepi. Konec
koncev je v 2022 v veljavo stopil not raziskovalni zakon, ki bo izboljsal razmere, predvsem leto za letom poveceval
sredstva za znanost.

Letos smo v multikonferenco povezali enajst odli¢nih neodvisnih konferenc, med njimi »Legende racunalnistva«, s
katero postavljamo nov mehanizem promocije informacijske druzbe. 1S 2022 zajema okoli 200 predstavitev,
povzetkov in referatov v okviru samostojnih konferenc in delavnic ter 400 obiskovalcev. Prireditev so spremljale
okrogle mize in razprave ter posebni dogodki, kot je svecana podelitev nagrad. Izbrani prispevki bodo izsli tudi v
posebni Stevilki revije Informatica (http://www.informatica.si/), ki se ponasa s 46-letno tradicijo odli¢ne znanstvene
revije. Multikonferenco Informacijska druzba 2022 sestavljajo naslednje samostojne konference:

Slovenska konferenca o umetni inteligenci
Izkopavanje znanja in podatkovna skladisca
Demografske in druzinske analize

Kognitivna znanost

Kognitonika

Legende racunalniStva

Vseprisotne zdravstvene storitve in pametni senzorji
Mednarodna konferenca o prenosu tehnologij
Vzgoja in izobrazevanje v informacijski druzbi
Studentska konferenca o ra¢unalniskem raziskovanju
Matcos 2022

Soorganizatorji in podporniki konference so razli¢ne raziskovalne institucije in zdruzenja, med njimi ACM
Slovenija, SLAIS, DKZ in druga slovenska nacionalna akademija, Inzenirska akademija Slovenije (IAS). V imenu
organizatorjev konference se zahvaljujemo zdruZenjem in institucijam, Se posebej pa udeleZencem za njihove
dragocene prispevke in priloznost, da z nami delijo svoje izkusnje o informacijski druzbi. Zahvaljujemo se tudi
recenzentom za njihovo pomo¢ pri recenziranju.

S podelitvijo nagrad, Se posebej z nagrado Michie-Turing, se avtonomna stroka s podro¢ja opredeli do najbolj
izstopajoCih dosezkov. Nagrado Michie-Turing za izjemen zivljenjski prispevek k razvoju in promociji
informacijske druzbe je prejel prof. dr. Jadran Lenar€i¢. Priznanje za dosezek leta pripada ekipi NIJZ za portal
zZVEM. »Informacijsko limono« za najmanj primerno informacijsko potezo je prejela cenzura na socialnih omrezjih,
»informacijsko jagodo« kot najboljso potezo pa nova elektronska osebna izkaznica. Cestitke nagrajencem!

Mojca Ciglari¢, predsednik programskega odbora
Matjaz Gams, predsednik organizacijskega odbora



FOREWORD - INFORMATION SOCIETY 2022

The 25" Information Society Multiconference (http://is.ijs.si) survived the COVID-19 problems. The multiconference
survived due to the conference chairs who bravely decided to continue with their conferences despite the first
pandemics in the modern era.

The COVID-19 pandemic from 2020 till now did not decrease the growth of ICT, information society, artificial
intelligence and science overall, quite on the contrary — the progress of computers, knowledge and artificial
intelligence continued with the fascinating growth rate. However, the downfall of societal norms and progress seems
to slowly but surely continue along with the tragical war in Ukraine. On the other hand, the awareness of the majority,
that science and development are the only perspective for prosperous future, substantially grows. In 2020, a new law
regulating Slovenian research was accepted promoting increase of funding year by year.

The Multiconference is running parallel sessions with 200 presentations of scientific papers at eleven conferences,
many round tables, workshops and award ceremonies, and 400 attendees. Among the conferences, “Legends of
computing” introduce the “Hall of fame” concept for computer science and informatics. Selected papers will be
published in the Informatica journal with its 46-years tradition of excellent research publishing.

The Information Society 2022 Multiconference consists of the following conferences:

Slovenian Conference on Artificial Intelligence
Data Mining and Data Warehouses

Cognitive Science

Demographic and family analyses

Cognitonics

Legends of computing

Pervasive health and smart sensing
International technology transfer conference
Education in information society

Student computer science research conference 2022
Matcos 2022

The multiconference is co-organized and supported by several major research institutions and societies, among them
ACM Slovenia, i.e. the Slovenian chapter of the ACM, SLAIS, DKZ and the second national academy, the Slovenian
Engineering Academy. In the name of the conference organizers, we thank all the societies and institutions, and
particularly all the participants for their valuable contribution and their interest in this event, and the reviewers for
their thorough reviews.

The award for life-long outstanding contributions is presented in memory of Donald Michie and Alan Turing. The
Michie-Turing award was given to Prof. Dr. Jadran Lenarci¢ for his life-long outstanding contribution to the
development and promotion of information society in our country. In addition, the yearly recognition for current
achievements was awarded to NIJZ for the zZVEM platform. The information lemon goes to the censorship on social
networks. The information strawberry as the best information service last year went to the electronic identity card.
Congratulations!

Mojca Ciglari¢, Programme Committee Chair
Matjaz Gams, Organizing Committee Chair
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PREDGOVOR

Umetna inteligenca Se vedno hitro napreduje, so pa glavni dosezki lanskega leta na podro¢jih,
kjer smo jih ze vajeni. Avtonomna vozila so vedno bolj avtonomna in se ze uporabljajo za
prevoz potnikov, ¢eravno v zelo omejenem obsegu. Jezikovni modeli, kot so izboljsani GPT-
3, postajajo zreli za prakti¢no uporabo, zato se njihovi stvaritelji zacenjajo ukvarjati s tem,
kako jih odvracati od tvorbe politicno nekorektnih besedil. Po eni strani razumljivo, po drugi
strani pa — ob problemu omejevanja svobode govora na spletu, ki si je letos prisluzil
nominacijo za informacijsko limono — tudi nekoliko skrb zbujajo¢e. Modeli za generiranje
slik iz opisov, katerih prvi vidnej$i predstavnik je bil DALL-E, so se letos namnozili, in videli
smo ve¢ poizkusov njihove uporabe za izdelavo stripov. Potlej pa so tu Se aplikacije v
robotiki, medicini, ratunalniski varnosti in seveda zvitemu strezenju spletnih reklam.

Ko umetna inteligenca postaja vedno zmoznej$a in bolj razsirjena, se pojavljalo pomisleki o
njeni varnosti ter prizadevanja za uporabo, ki bo druzbi v korist in ne v $kodo. Ta Skoda se
zacne z nepotrebnimi nakupi zaradi prevec zvitih reklam, ki nas spremljajo Ze dolgo in smo se
z njimi sprijaznili, nadaljuje pa s Se resnejSimi problemi, kot so denimo slabe medicinske in
zaposlovalne odlocitve. Zaradi tovrstnih problemov vse ve¢ drzav sprejema zakonodajo o
umetni inteligenci, ki bo raziskovalcem brzkone povzrocila nekaj sivih las, a ¢e bo dobra — in
k temu skuSajmo prispevati, kolikor lahko — bo tudi pomagala, da nase delo ne bo dobilo
zlovescega pridiha. Vse vec je tudi razmisljanja o splo$ni umetni inteligenci z zmoznostmi, ki
presegajo ¢loveske. Njen vpliv na ¢lovesko druzbo utegne biti dramaticen. A e Zelimo
zagotoviti, da bo dramati¢no dober, se bomo morali v prihodnjih letih resno lotiti
raziskovalnega podrocja zagotavljanja, da kompleksni modeli umetne inteligence zares pocno
tisto, kar mislimo in zelimo, da po¢no, ki je zaenkrat $e precej v povojih.

Za konec pa poglejmo, kako je letos z naSo konferenco. 11 prispevkov, ki smo jih prejeli,
sicer ne opisuje tako visokoletecega dela, kot ga obravnavata prejSnja dva odstavka, so pa
vseeno kakovosti in morda zadetek ¢esa pomembnega. Stevilo je zmerno in Institut Jozef
Stefan Se malo bolj prevladujoc, kot obicajno, za kar do neke mere krivimo COVID-19 — ne
ker bi nas Se vedno hudo pestil, ampak ker sta dve konferen¢no klavrni leti raziskovalce
konferenc¢enja malo odvadili. A upajmo, da bo tudi to minilo. Prirejamo pa letos v okviru
konference Data Science Meetup — dogodek z lepo tradicijo in dobro udelezbo, kjer imajo
strokovnjaki iz industrije kratke predstavitve svojega dela. Na to smo ponosni, saj reSuje
tezavo pomanjkanja prispevkov iz industrije, ki smo se je dotaknili ze v preteklih
predgovorih.



FOREWORD

Artificial intelligence is still making good progress, but the major achievements of the past
year are in the areas where we have grown to expect them. Autonomous vehicles are
increasingly autonomous and already being used to carry passengers, albeit in a very limited
way. Language models, such as the improved GPT-3, are becoming ready for practical use.
Because of that, their authors are starting to work on preventing them from generating
politically incorrect texts. This is on one hand understandable, but on the other hand —
considering the problem of censorship on the internet, which was nominated for the
Information Lemon this year — somewhat concerning. Models that generate images from text
descriptions, whose first prominent representative was DALL-E, are proliferating. We have
seen several attempts of using them to generate comics. There are also applications in
robotics, medicine, cybersecurity and of course cunning delivery of online ads.

With artificial intelligence becoming ever more capable and pervasive, concerns about its
safety and use for the benefit of the society rather them harm are increasingly raised. The
harm starts with unnecessary consumption due to insidious advertising, but these is old news
we have become accustomed to. However, there are potentially more serious problems, such
as bad medical or employment decisions. Because of these, a number of countries are drafting
legislation about artificial intelligence. This will surely be a headache for researchers, but if
the legislation is good — and we should help make it such if we can — it will benefit the
reputation of our work. Superhuman general artificial intelligence is also increasingly entering
professional and public debate. Its impact on the humanity could be dramatic. To ensure it is
dramatically good, we will have to tackle the very much open research problem of ensuring
that complex artificial-intelligence models indeed do what we think and want them to do.

Let us finally take a look at our conference. The 11 papers we received are not describing
work as ambitious as that described in the previous paragraphs, but they are nevertheless good
and perhaps the beginning of something important. The number is modest and Jozef Stefan
Institute even more overrepresented than usual, which we partially blame on COVID-19. Not
that it is still a major problem, but in the two years without truly good conference the
researchers seem to have lost the habit of going to conferences to some degree. We hope that
this, too, shall pass. On a brighter note, we are organizing Data Science Meetup as a part of
our conference. This is an event with a longstanding tradition and good attendance in which
experts from the industry give short talks on their work. We are quite proud of this
achievement, since it addresses the lack of papers from the industry which we bemoaned in
past forewords.
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ABSTRACT

Trying numerous algorithms on an optimization problem that we
encounter for the first time in order to find the best-performing
algorithm is time-consuming and impractical. To narrow down
the number of algorithm choices, high-level features describing
important problem characteristics can be related with algorithm
performance. However, characterizing optimization problems for
this purpose is challenging, especially when they include multiple
objectives and constraints. In this work, we use machine learning
(ML) to automatically predict high-level features of constrained
multi-objective optimization problems (CMOPs) from low-level,
exploratory landscape analysis features. The results obtained on
the MW benchmark show a significant difference in classification
accuracy depending on the applied evaluation approach. The poor
performance of the leave-one-problem-out strategy indicates
the need for further investigation of the relevance of low-level
features in CMOP characterization.

KEYWORDS

constrained multi-objective optimization, exploratory landscape
analysis, sampling methods, problem characterization, machine
learning

1 INTRODUCTION

Predicting high-level features of constrained multi-objective op-
timization problems (CMOPs) is important as it can help de-
cide which algorithm to use when faced with a new (real-world)
CMOP. The structure of the objective and constraint functions are
usually unknown for such problems. Moreover, the evaluation of
problem solutions might be very time-consuming. In such cases,
it is beneficial to know certain high-level features of the CMOP,
which eases the selection of an appropriate multi-objective op-
timization algorithm or constraint handling technique to solve
the problem efficiently.

Two frequently considered high-level features of CMOPs are
the problem type and connectivity of the feasible region. The
problem type characterizes whether and how the constraints
change the Pareto front of the problem. As pointed out by Tanabe
et al. [8], this feature is useful as it indicates whether the problem
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needs to be treated as constrained or unconstrained. Moreover,
Ma et al. [5] showed which constraint handling techniques are
more successful in solving CMOPs, depending on the problem
type. Similarly, the connectivity of the feasible region (or problem
connectivity for short) defines the multimodality of the problem
violation landscape and, therefore, crucially affects the choice of
algorithms that can solve the problem efficiently [5].

High-level features of a new problem can be predicted using
automatically calculated low-level problem features. The most
widely known low-level features in evolutionary optimization
are the exploratory landscape analysis (ELA) features. They were
initially introduced to characterize single-objective optimization
problems and implemented in the flacco package [2]. More re-
cently, Liefooghe et al. [4] proposed a set of ELA features for
multi-objective optimization problems, and Vodopija et al. [10]
introduced additional ELA features for CMOPs.

In this work, we use the ELA features from [4] and some from
[10] to investigate whether they are useful for predicting problem
type and connectivity. To the best of our knowledge, this is the
first attempt to predict the high-level features of CMOPs. A simi-
lar study was performed by Renau et al. [7] on single-objective
optimization problems. They used ELA features to classify the op-
timization problem. When splitting the data into training and test
sets, instances from the same problem were used for both training
and testing. The first of our three experiments follows this setup.
However, because this evaluation methodology is not useful in
practice (the class of a new real-world problem is unknown), a
second experiment is performed using the leave-one-problem-
out methodology. Finally, the third experiment varies the number
of target problem instances used for training to gain further in-
sight in the difficult task of predicting high-level features from
low-level ones.

The paper is further organized as follows. In Section 2, we in-
troduce the theoretical background of constrained multi-objective
optimization. In Section 3, we explain the features used in this
study. In Section 4, we present the considered test problems, and
in Section 5 the experimental setup. In Section 6, we report on the
obtained results. Finally, in Section 7, we provide a conclusion
and present the ideas for future work.

2 THEORETICAL BACKGROUND
A CMOP can be formulated as:

minimize f(x), m=1,....M
1
subjectto gr(x) <0, k=1,....K, @
where x = (x1,...,xp) is a search vector of dimension D, f;, :

S — R are objective functions, g : S — R constraint functions,
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S € RP is the search space, and M and K are the numbers of
objectives and constraints, respectively.

A solution x is feasible, if it satisfies all constraints g (x) < 0
for k = 1,...,K. For each constraint g we can define the con-
straint violation as vg (x) = max(0, gg (x)). The overall constraint
violation is defined as

K

o(x) = Dok (x). @

1

A solution x is feasible iff v(x) = 0.

A feasible solution x € S is said to dominate another feasible
solution y € Sif fi,(x) < fin(y) forall 1 < m < M, and fi (x) <
fm(y) for at least one 1 < m < M. A feasible solution x* € Sisa
Pareto-optimal solution if there exists no feasible solution x € S
that dominates x*. All feasible solutions constitute the feasible
region, F = {x € S | v(x) = 0}, and all nondominated feasible
solutions form the Pareto set, So. The image of the Pareto set in
the objective space is the Pareto front, P, = {f(x) | x € So}.

3 EXPLORATORY LANDSCAPE ANALYSIS

ELA is a selection of techniques able to analyze the search and
objective space of a problem, their correlation and their charac-
teristics with the goal of identifying the features important for
the performance of optimization algorithms. To extract the ELA
features, one needs to first generate a sample of solutions. The
ELA features use statistical methods to characterize the problem
landscape. Thus, one can use an arbitrary sample size. However,
the ELA features are generally more accurate for large sample
sizes. The ELA features proposed by Liefooghe et al. [4] and
used also in this work can be divided into four categories: global,
multimodality, evolvability, and ruggedness features.

The global features capture certain global problem properties,
for example, the correlation between the objective values, average
and maximum distance between solutions in the search space and
the objective space, the proportion of non-dominated solutions,
the average and maximum rank of solutions, etc.

The multimodality features assess the number of local optima
in the objective space. They are computed for the bi-objective
space and also for each objective separately, in both cases by
analyzing the neighbourhood of each solution. If a solution domi-
nates its neighbors (or has a better objective value than its neigh-
bors), it is defined as a local optimum. The multimodality features
comprise the proportion of solutions that are locally optimal, the
average and maximum distances between local optima, etc.

The evolvability features describe how fast a local optimizer
would converge towards an optimum. They are calculated by
analyzing how many neighboring solutions are dominated by,
dominating, or incomparable with a given solution.

The ruggedness features measure the correlation between the
information and quality from neighboring solutions — larger cor-
relation means a smoother landscape. The features are calculated
by using Spearman’s correlation coefficient on the evolvability
features between each pair of neighboring solutions.

In addition, we include four ELA features from [10] that de-
scribe the violation landscape and its relation with the objective
space. The first feature is the feasibility ratio. It is expressed as
the proportion of feasible solutions in the sample and is one
of the most frequently used features in categorizing violation
landscapes. The second feature is the maximum value of overall
constraint violation values in the sample. The last two features
measure the relationship between the objectives and constraints.

Andova et al.

Table 1: High-level features of the MW test problems.

Problem Type Connectivity
MW1 I Disconnected
MW?2 1 Disconnected
MW3 1II Connected
MW4 I Connected
MW5 I Connected
MW6 I Disconnected
MW7 I Connected
MWs8 I Disconnected
MW9 v Connected
MW10 11 Disconnected
MW11 IV Disconnected
MW12 IV Disconnected
MW13 11 Disconnected
MW14 1 Connected

They are the minimum and maximum correlations between the
objectives and the overall constraint violation.

4 TEST PROBLEMS

We base this study on 14 CMOPs proposed by Ma et al. [5] and
called MW1-14. In addition to proposing the problems, the au-
thors also describe them with high-level features, such as the
problem type and connectivity of the feasible region. The values
of these two high-level features for each MW problem are listed
in Table 1.

Many of the ELA features proposed by Liefooghe et al. [4]
can only be calculated for bi-objective optimization problems.
Therefore, we investigate only the bi-objective versions of the
MW problems although three of them are scalable in the number
of objectives. All MW problems are also scalable in the num-
ber of variables. We use 5-dimensional problems to match the
experimental setup from [7].

5 EXPERIMENTAL SETUP

In preliminary experiments, we used six sampling methods from
the ghalton [1] and scipy [9] Python libraries: gHalton, Halton,
Sobol, Latin hypercube sampling, optimized Latin hypercube
sampling, and uniform sampling [3]. The results have shown
that similar prediction accuracies are obtained when using data
provided by any of these sampling methods. For this reason,
we only present the results obtained using the Sobol sampling
method in the rest of the paper.

The Sobol sampling method generates a sample set by parti-
tioning the search space and filling each partition with a sample
solution. We generate additional Sobol sample sets using the
Cranley-Patterson rotation [3]. The solutions from the original
sample set are rotated using a random shift of each dimension,
thus creating new sample sets that preserve the properties of
the Sobol sampling. The modulo operation keeps the shifted val-
ues within the unitary interval. This approach was also used by
Renau et al. [7].

Following this approach, we generate 100 sets of samples,
each with 512 solutions, which we then evaluate on all 14 MW
benchmark problems. For each problem and sample set pair, we
compute 46 ELA features, which represent a single instance in
the data. As a result, by evaluating the 100 sample sets on each
of the 14 test problems, we get 1400 data instances. We then use
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these data instances and the corresponding high-level problem
features (problem type and connectivity) to train a classifier for
predicting the high-level problem features.

We use two widely used machine learning (ML) methods for
classification: the Random Forest (RF) classifier and the k-Nearest
Neighbors (KNN) classifier. The reason for choosing these classi-
fiers instead of some others is that, usually, RF performs favorably
compared to other ML classifiers. KNN, on the other hand, uses
the distance between solutions as a performance metric, which is
useful when analyzing the obtained classification results visually.
For both RF and KNN, we apply the implementation from the
scikit-learn library [6]. For KNN, we keep the default settings,
while for RF we train 100 trees.

We perform three experiments that differ in the classifier eval-
uation methodology. In the first experiment, we base the evalua-
tion methodology on the work by Renau et al. [7], where the data
is split by using instances from the same problem for both train-
ing and testing. There, 50% of all instances are used for training,
and the remaining 50% for testing. Furthermore, we take care
of dividing the instances into training and test sets so that the
proportion of instances from each problem is equal in both sets.

However, this methodology does not correspond to the real-
world scenario where we want to learn the high-level features of
a problem encountered for the first time. Therefore, we use the
leave-one-problem-out evaluation methodology in the second
experiment. Here, the instances from a single problem are used
for testing, and the instances from all other problems for training.
The procedure is repeated for all problems and the classification
accuracy is calculated as the average over all train-test splits.

Finally, the third experiment is performed to see how adding
target problem data to the training set influences the resulting
classification accuracy. In this experiment, we vary the percent-
age of target problem data that is used for training between 0%
and 99% with the step of 1%. When it equals 0%, no target problem
data is used for training, which corresponds to the leave-one-
problem-out methodology of the second experiment. Note that
this setup never equals the one from the first experiment because
here the data of all other (non-target) problems is always used
for training. Again, this procedure is repeated for all problems
and we report the average classification accuracy.

To better understand the task we are trying to solve, we visu-
alize the classes by first reducing the dimensionality of the fea-
ture space from 46-D to 2-D using Pairwise Controlled Manifold
Approximation Projection (PaCMAP) [11]. We use the Python
package pacmap with default parameter values.

6 RESULTS

The results of the first experiment, where 50% of all data is used
for training and 50% for testing, show that both RF and KNN
achieve a classification accuracy above 98% (see Table 2). An ex-
planation for such good results can be derived from the two left-
most plots in Figure 1. Here, we can see that PacMAP finds many
clusters in the data. However, the clusters are highly correlated to
the problems themselves. Thus, leaving some instances from the
target problem in the training set results in a high classification
accuracy because the classification task is now transformed into
identifying to which cluster the new sample belongs, which is a
much easier task to perform.

The more realistic scenario of having to predict the high-level
feature of a yet unseen problem is tested in the second experi-
ment. Here, the classification accuracy drops to only 7-19% for
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Table 2: Classification accuracy when 50% of all data is used
for training and 50% for testing (first experiment).

Learning method Problem type Problem connectivity

RF 98% 99%
KNN 100% 100%

the problem type prediction, and to 41-57% for the problem con-
nectivity prediction (see the leftmost points corresponding to 0%
on the plots in Figure 2). This is comparable to the classification
accuracy of the stratified classifier, which achieves 19% for the
problem type prediction and 45% for the problem connectivity
prediction. We can look at the results of the third experiment to
help us understand this decline in classification accuracy. As seen
from Figure 2, adding just a few instances of the target problem to
the training set drastically increases the classification accuracy.

When the training data contains no instances from the target
problem, the classifier is forced to find information about the
high-level feature from other problems. However, this is a much
harder task given that similar problems often have different high-
level features (see the middle and right plots in Figure 1).

In the visualizations in Figure 1 the points indicating the cor-
rectly classified instances have black edges. As we can see, for
many problems, RF has a 0% classification accuracy (top middle
and top right plot). There are, however, some problems for which
RF finds the correct class for a number of instances. Nonethe-
less, from these 2-D plots it is hard to understand why certain
instances are misclassified by RF. This is because RF detects de-
tails in the data that the dimensionality reduction visualization
method is unable to capture.

Similar behavior can be observed for KNN. Given that KNN
classifies an instance depending on the classes of its most similar
instances, the visualization from Figure 1 can help interpret its
poor results on the leave-one-problem-out methodology. We can
see that the clusters created by PacMAP are not well-aligned
with the high-level features of problem type and connectivity.
This makes predicting them a hard task for KNN. The cluster-
ing by PacMAP suggests that the applied ELA features are not
descriptive enough for predicting problem type and connectivity.

7 CONCLUSION AND FUTURE WORK

In this work, we tried to predict high-level features of CMOPs.
More specifically, using low-level ELA features, we constructed
the classifiers to predict the problem type and connectivity. Two
ML classifiers were utilized, RF and KNN.

We employed three evaluation methodologies. The first one
follows the related work and splits the data into two halves, one
serving as the training set and the other as the test set (instances
from the same problem are used in both sets). The second evalu-
ation methodology uses all instances from the target problem for
testing, and none for training. The third method gradually adds
the target problem data to the training set. We achieved excellent
classification accuracy with the first evaluation methodology, but
very poor ones with the second one. The drop in classification ac-
curacy was checked by the third methodology, which has shown
that already a small number of instances of the same problem
increases the classification accuracy.

Visualizations of the data in the form of 2-D plots show that
CMOP instances form clusters that are highly correlated to the
problem instances, but not to the high-level problem features. For
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Predicting problem type with RF
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Predicting problem connectivity with RF
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Figure 1: Dimensionality reduction of the ELA feature space using the PacMAP method. Points are colored based on their
true values with correct classifications denoted by a black point edge. The top and bottom rows show the results for Random
Forest and KNN, respectively, while the different classification targets are arranged in columns: the left column displays
the results for the problem, the middle for problem type and the right for problem connectivity.
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Figure 2: Classification accuracy for different proportions
of data from the target problem used for training,.

this reason, by including some instances from the target problem
in the training set, the classification task becomes an easier task of
recognizing to which cluster an instance belongs. Unfortunately,
this is not a realistic scenario, since in the real world we have
no information on the characteristics of the newly encountered
problem. We therefore recommend to use the second evaluation
methodology when addressing this task.

However, the initial results obtained using the second evalua-
tion methodology are not so promising. A possible improvement
could be considering more ELA features in the learning procedure,
either additional ones from [10] or newly created ones. Moreover,
using a more representative set of test problems from various
benchmark suites may also improve classifier performance.
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ABSTRACT

A core challenge for both physics and artificial intelligence (AI) is
symbolic regression: finding a symbolic expression that matches
data from an unknown function. Symbolic regression approaches
are largely data-driven and search an unconstrained space of
mathematical expressions, often employing genetic algorithms.
On the other hand, equation discovery approaches incorporate
domain knowledge to constrain the structure space and search it
using local or exhaustive search methods. In this paper, we adopt
the use of probabilistic context-free grammars (PCFG) in equation
discovery and propose a method for learning the probabilities
of production rules in such PCFGs. We take a universal PCFG
with an initial set of manually assigned probabilities for each
production rule. We learn new probabilities by parsing each
expressions in a given corpus of expression, such as the Feynman
dataset.

KEYWORDS

equation discovery, grammar, probabilistic context-free grammar,
parsing, learning probabilities, probability distribution

1 INTRODUCTION

Equation discovery is an area of machine learning that develops
methods for automated discovery of quantitative laws, expressed
in the form of equations, in collections of measured numeric
data [5] [11]. More precisely, equation discovery methods seek
to automate the identification of equation structure as well as pa-
rameters. Traditionally, domain experts derive equation structure
based on the theory in the domain and use standard numerical
optimization methods to estimate their parameters. Equation
discovery methods often use domain knowledge to specify the
space of equations they consider. The key questions in the field
are how to best represent the symbolic language of mathematics,
how to incorporate domain knowledge in the process of equa-
tion discovery, as well as how to perform the search for optimal
equation structures. Symbolic regression methods are largely
data-driven and search an unconstrained space of mathematical
expressions, often employing evolutionary algorithms. On the
other hand, equation discovery methods, such as process-based
modeling [4], incorporate domain knowledge to constrain the
structure space and search using greedy-local [12] or exhaustive
search methods on the constrained space. The task of equation
discovery is closely related to the task of supervised regression.
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Machine learning methods for supervised regression assume a
fixed class of models, such as linear regression or neural networks
with a particular architecture, and find the one that provides the
best fit to the training data. Equation discovery methods typi-
cally consider broader classes of mathematical equations. These
classes may be vast and many (often infinitely many) equations
can be found that provide excellent fit to the training data. The
challenge of symbolic regression is therefore twofold. On one
hand, one can easily overfit the training data with an unnecessar-
ily complex equation. On the other hand, the space of candidate
equations is huge and grows exponentially as equation complex-
ity increases, posing serious computational issues to equation
discovery methods.

Equation Discovery systems explore the hypothesis space of
all equations that can be constructed given a set of arithmetic
operators, functions and variable. They search for equations that
fit given input data best. The number of all possible candidate
equations can be infinite.

Early equation discovery systems used parametric approaches
to specify the space of polynomial equations considered. LA-
GRAMGE [13] uses context-free grammars (CFG) [9] to specify
the language of equations considered. The recent system ProGED
[2] uses probabilistic context-free grammars (PCFG), where a
probability is associated with each production rule. In this paper,
we propose a method for learning these probabilities for a given
PCFG by using a given corpus of expressions.

2 GRAMMARS FOR EQUATION DISCOVERY

A grammar is a finite specification of a language. A language can
contain an infinite number of strings, or even if it is finite, it can
contain so many strings that it is not practical to list them all.
Originating from computational linguistics, grammars are used
as formal specifications of languages and use a set of production
rules to derive valid strings in the language of interest. A gram-
mar mainly consists of a set of production rules, rewriting rules
for transforming strings. Each rule specifies a replacement of a
particular string (its left-hand side) with another (its right-hand
side). A rule can be applied to each string (equation) that contains
its left-hand side and produces a string in which an occurrence
of that left-hand side has been replaced with its right-hand side.
A grammar further distinguishes between two kinds of symbols:
non-terminal and terminal symbols; each left-hand side must
contain at least one non-terminal symbol. It also distinguishes a
special non-terminal symbol, called the start symbol. In equation
discovery, we are interested in using grammars as generative
models, as opposed to their common use for parsing, i.e., discrim-
inating between legal and illegal strings in a language.
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2.1 Context-Free Grammar (CFG)

In formal language theory, a context-free grammar [9] is a for-
mal grammar which is defined as a tuple G = (N, T, R, S). It is
used to generate all possible patterns of strings in a given for-
mal language. The syntax of the expression on the right-hand
side of the equation is prescribed with a context-free grammar.
The set T contains terminal symbols, i.e.,words for composing
sentences in the language or variables in the arithmetical ex-
pressions. The terminals are primitive grammar symbols that
can not be further rewritten, i.e., no productions are affiliated
with them. Non-terminal symbols (syntactic categories) in the
set N represent higher-order terms in the language, such as noun
or verb phrases. Each of the non-terminals represents expres-
sions or phrases in a language. The production rules in the set
R are rewrite rules of the form A — «, where the left-hand side
is a non-terminal, A € N, while the right-hand side is a string
of non-terminals and terminals, @ € (N U T)* . In natural lan-
guage, a rule NP — AN specifies that a noun phrase NP has
an adjective A and a noun N. A and N represent the subsets of
adjectives and nouns, which are both terminals. No matter which
symbols surround it, the single non-terminal on the left hand
side can always be replaced by the right hand side. This is what
distinguishes it from context-sensitive grammar. When deriving
a sentence, a grammar starts with a string containing a single
non-terminal S € N and recursively applies production rules to
replace non-terminals in the current string with the strings on
the right-hands sides of the rules. The final string contains only
terminal symbols and belongs to the language defined by G.

In equation discovery, grammars represent sets of expressions
that can appear in the right hand side of equations. These gram-
mars use several symbols with special meanings. For example,
the terminal const € T is used to denote a constant parameter in
an equation that has to be fitted to the input data.

A simple context-free grammar Gy = (Npr, Ty, Ra,Sn) deriv-
ing linear expressions from variables x, y, z is as follows:

Ny ={E,V}

Ty = {x,y,2,+ %}
Ry={E—E+V|ExV|V
V — xlylz}

Sy =E

(1)

We write multiple production rules with the same non-terminal
on the left hand side using a compact, single-line representation,
eg,E— E+ V| E=x*V |V stands for the set of rules {E —
E+V,E—>E=«V,E—>V}

2.2 Probabilistic Context-Free Grammar
(PCFG)

Grammar formalisms are not new to the field of equation discov-
ery [4] [3] [13], but probabilistic grammars are. A probabilistic
grammar assigns probabilities to productions and thereby al-
lows one to use the grammar as a stochastic generator [10] [6]
[15]. Probabilistic Context-Free Grammars (PCFGs), are a sim-
ple model of phrase-structure trees. They extend context-free
grammars (CFGs) similarly to how hidden Markov models extend
regular grammars. A grammar can be turned into a probabilistic
grammar by assigning probabilities to each of its productions,
such that for each A € N:
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Po>(A-a)=1
(A—a)eR

@

The probability of a derivation (parse) is defined as the product
of the probabilities of all the production rules used to expand
each node in the parse tree (derivation). These probabilities can
be viewed as parameters of the model. The probabilities of all
productions with the same non-terminal symbol on the left hand
side sum up to one, i.e., we impose a probability distribution on
the productions with the same symbol on the left hand side. As
each parse tree, derived by a grammar G, is characterized by a
sequence of productions, its probability is simply the product of
the probabilities of all productions in the sequence [11].

We can extend the example context-free grammar Gy above to
a PCFG by assigning a probability to each of the six productions,
given below in brackets after each production:

E— E+V[p][E«V|[q]IV[1-p—q]

V = x[pollylgollz[1 - po - pg] ®

Here we have parameterized the probability distributions over
productions for E and V with the parameters 0 < p < 1,0 < g <
1;0 < py < 1;and 0 < gy < 1, respectively.

Context-free grammars are typically used to parse sentences.
Probabilistic context-free grammars provide an estimate of the
probability of a parse tree, in addition to the tree itself. Prob-
abilistic context-free grammars also allow for another type of
application — stochastic generation of sentences or, in our case,
mathematical expressions. The probabilities, assigned to the pro-
ductions, provide a great amount of control over the probability
distribution of individual parse trees. In our example in Eq. 3, the
parameters p and g control the probability of a larger number of
terms in an expression, while the parameters p, and g, tune the
ratio between the number of occurrences of variables x, y and z.

An important concept to consider when working with gram-
mars is ambiguity. A grammar is formally ambiguous if there
exist sentences (expressions) that can be described by more than
one parse tree, generated by the grammar. Grammars for arith-
metic expressions can express another type of ambiguity, called
semantic ambiguity. All but the simplest arithmetic expressions
can be written in many mathematically equivalent, but grammat-
ically distinct ways. It is generally useful to adopt a canonical
representation that each generated equation is converted into.
This allows us to compare expressions to each other and check
whether they are mathematically equivalent in addition to com-
paring their parse trees. In our work, we use the Python symbolic
mathematics library SymPy [8] to simplify expressions, convert
them into canonical form, and compare them symbolically.

3 LEARNING PROBABILITIES IN PCFGS FOR
ARITHMETICAL EXPRESSIONS

Parameter learning approaches for PCFGs assume a fixed set of
production rules and try to learn the probabilities assigned to
them. Some approaches encourage sparsity and remove rules
with very small probabilities. Parameter learning approaches
are typically more scalable than structure search approaches, be-
cause parameter learning is a continuous optimization problem
which is in general easier than the discrete optimization problem
of structure search. Therefore, most of the state-of-the art algo-
rithms for unsupervised learning of natural language grammars
are parameter learning approaches.



Learning the Probabilities in PCFGs for Arithmetical Expressions from Equation Corpora

3.1 The Approach

In this paper, we propose a parameter learning approach for
PCFGs, based on parsing a corpus of expressions. We adopt the
universal PCFG probabilistic context-free grammar for arithmetic
expressions used by ProGED [2]. While ProGED uses manually
assigned probabilities in this grammar, we use an initial set of
randomly assigned probabilities to each production rule. The
universal grammar is composed of production rules that include
the four basic operations (+,-)7, /), basic functions (such as sin or
log), constant parameters and variables.

Our method for learning probabilities from a given corpus of
expressions is designed on the assumption that the probability
of a production rule in the grammar is proportional to the inci-
dence of the production in the parse trees for the expressions in
the corpus. It uses a parser from the NLTK (Natural Language
Toolkit) Python library [1] to parse the expressions in the given
corpus using the universal PCFG. NLTK contains classes to work
with PCFGs and there are different types of parsers implemented
in the NLTK Python library. In particular, we use the InsideChart-
Parser(), a bottom-up parser for PCFG grammars that tries edges
in descending order of the inside probabilities of their trees. The
"inside probability" of a tree is simply the probability of the entire
tree, ignoring its context. In particular, the inside probability of a
tree generated by production p with children ¢[1], ¢[2], ..., c[n]
is P(p)P(c[1])P(c[2])...P(c[n]); and the inside probability of a
token is 1 if it is present in the text, and 0 if it is absent. For a
given string (expression) and a grammar, the parser determines
whether the string can be derived using the grammar and if yes,
returns the appropriate parse tree. After parsing the equations
we count the number of times each production rule appears in
the set of parsing trees, for all parsed equations (except for rules
directly resulting in terminal symbols (variables)). We then group
production rules by left non-terminal symbol and derive the prob-
abilities for each production rule as the number of appearances
of a given production rule divided by the sum of such numbers
for all production rules for the same non-terminal.

3.2 The Corpora

We apply the proposed approach to two corpora of expressions
(that appear on the right hand side of equations). The first one is
the Feynman Symbolic Regression Database, which includes a
diverse sample of equations from the three-volume set of physics
textbooks by Richard P. Feynman [7] and has been previously
used as a benchmark for equation discovery [14]. It was con-
structed by Udrescu and Tegmark [3] to facilitate the develop-
ment and testing of algorithms for symbolic regression. The
equations from Feynman database contain between one and nine
variables, the four basic operations (+, —, /, *), the functions exp,
V> sin, cos, tanh, arcsin and In, as well as a variety of constants
- mostly rational, but also e and 7. There are three components
to an arithmetic expression: variables, constants and operators.
Numerical values and constants are typically treated as free pa-
rameters (terminal symbols) to be optimized when evaluating an
equation for its fit against given data. We replaced all constants,
such as e, 7 and rational constants with the terminal ‘C’(const),
because we treat them as free parameters. The minimum number
of constants (‘C’), in the Feynman database is 0, which means that
there are a some equations that have only variables as terminal
symbols. On the other hand the maximum number of constants
in the Feynman database is five constants in only one equation.
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The second corpus consists of 4080 scientific expressions from
Wikipedia. Those mathematical expressions are named after peo-
ple and they are parsed from Wikipedia. Compared to the Feyn-
man dataset, Wikipedia’s corpus contains more functions such
as: Abs, factorial, tan, sinh, cosh and pow (which do not exist
in the Feynman database) as well as irrational constants (e and
) and numerical constants, which have to be replaced by a con-
stant ‘C’(const) in the grammar. The equations in Wikipedia’s
dataset contain between one and fifteen variables, which is twice
as much compared to the Feynman dataset and the maximum
number of ‘C’ terminal symbols is 16 per equation.

3.3 The Learned Probabilities

By using the proposed approach on the two corpora of arithmetic
expressions described above, we obtain two sets of probabilities,
with each probability assigned to one of the production rules in
the PCFG. More precisely, we now have three universal PCFGs: (1)
with the initial probabilities, manually assigned by the authors
of ProGED, (2) with probabilities fine-tuned (learned) on the
Feynman dataset, and (3) with probabilities fine-tuned (learned)
on the Wikipedia corpus of arithmetical expressions.

In this section, we first present the three sets of probabilities,
for each of the above mentioned PCFs: these are given in Table 1.
We then compare the probability distributions across the rules
for each non-terminal symbol (S,F,T and R) in the PCFGs.

As compared to the initial grammar, the grammar learned on
the Feynman database reduces the probabilities of the recursive
production rules (S — S+ Fand S — S — F) and increases
the probability of the non-recursive rule (S — F): This leads to
simpler expressions with fewer additive terms. In contrast, the
grammar learned on the Wikipedia corpus has a probability for
the rule S — S + F very comparable with the probability in the
initial grammar. It also decreases the probability of the recursive
production rule S — S — F and increases the probability of the
non-recursive rule S — F by approximately 0.1 in each case.

The probabilities of the recursive production rules for the F
non-terminal symbol (F — F % T and F — F/T) are mostly
larger than the ones in the initial grammar. An exception is the
rule F — F/T with the Wikipedia corpus. The probability of the
non-recursive production rule (F — T) is smaller, slightly for the
Wikipedia corpus, more substantially for the Feynman dataset.

In the learned probability distributions over the production
rules for the non-terminal T, the probability of the rule T — V
is much higher (goes from 0.4 to 0.7). In both learned grammars,
the probabilities of the T — Rand T — ‘C’ production rules
are substantially reduced. This is more noticeable for T — ‘C’,
where the probability goes from 0.4 to slightly above 0.1.

We finally discuss the probability distributions over the pro-
duction rules for the non-terminal symbol R in the initial gram-
mar and the two learned grammars. A probability with value 0 for
a production rule here means that that function for the particular
production rule is not present either in the Feynman corpus or the
Wikipedia corpus of mathematical expressions. For example, the
functions In and arcsin are not present in the arithmetical expres-
sions from the Wikipedia dataset, but are present in the Feynman
database. On the other hand, the functions log, pow, Abs, sinh,
cosh, factorial and tan do not exist in the arithmetic expressions
from the Feynman database, that’s why their probability is 0.
The grammar learned on the Feynman database increases the
probabilities of the production rules R — (S), R — sin(S) and
R — sqrt(S) as compared to the probabilities of the initial gram-
mar. In contrast, the probabilities of the remaining production
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Table 1: Probabilities of the production rules for the non-
terminal symbols in the initial grammar, the grammar
trained on the Feynman database and the grammar trained
on the Wikipedia corpus of expressions.

Production rule  Initial Feynman Wikipedia
S->S+F 0.2 0.1034 0.2004
S->S-F 0.2 0.1552 0.1108

S->F 0.6 0.7414 0.6888
F->F*T 0.2 0.3635 0.3349
F->F/T 0.2 0.2446 0.1098

F->T 0.6 0.3919 0.5553

T->R 0.2 0.1554 0.1746

T->C 0.4 0.1338 0.1174
T->V 0.4 0.7108 0.7082
R —(S) 03 0.5391 0.6841
R — sin(S) 0.1 0.113 0.0249
R — arcsin (S) 0.1 0.0173 0
R—In(S) 0.1 0.0087 0
R — tanh (S) 0.1 0.0087 0.0045
R — cos (S) 0.1 0.0956 0.0435
R — sqrt (S) 0.1 0.1304 0.0831
R—exp(S) 0.1 0.0872 0.0780
R — log(S) 0 0 0.0479
R — Abs(S) 0 0 0.0211
R>(S)*"(S) 0 0 0.0032
R — sinh(S) 0 0 0.0032
R — cosh(S) 0 0 0.0026
R — factorial( S) 0 0 0.0019
R — tan($S) 0 0 0.0019

rules learned on the Feynman database have lower probabilities
as compared to the initial grammar. The grammar learned on
the Wikipedia corpus increases the probability of the R — (S)
production rule and decreases the probabilities of the remaining
rules as compared to the initial grammar.

4 CONCLUSIONS AND FURTHER WORK

In this paper, we have proposed an approach to learn the param-
eters, i.e., production rule probabilities, in probabilistic context-
free grammars for arithmetic expressions. We demonstrated the
proposed approach by learning the probabilities in a universal
grammar for arithmetic expressions from two corpora of expres-
sions. The learned probabilities differ substantially from their
initial values. Most notably, the initial settings underestimated
the frequency of variables in favor of numerical constants, over-
estimated the need for recursion with addition and subtraction,
while setting the probability of recursion with multiplication too
low. These observations show how difficult it is to set probabili-
ties manually and highlight the utility of the learning algorithm.

The comparison of the learned probability values for the two
corpora also hints towards differing properties of the two col-
lections of equations. The Wikipedia corpus seems to favor mul-
tiplication over division to a greater extent than the Feynman
dataset. In terms of expression complexity, we observed a pref-
erence for high-order terms in the Feynman dataset, in contrast
to a preference for higher numbers of low-order terms in the
Wikipedia corpus. The observed differences between the proper-
ties of the two corpora demonstrate that the universal grammar
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is expressive enough to encode these properties and that the
learning algorithm is able to discover them. The results show a
great deal of promise for the goals of inferring domain knowledge
from equation corpora and improving the efficiency of grammar-
based equation discovery through the fine-tuning of production
probabilities.

As further work we would like to perform equation discovery
experiments using the three universal grammars: the universal
grammar with initial (default) probabilities, with probabilities
learned on the Feynman dataset and probabilities learned on the
Wikipedia corpus. For this purpose, we will use the equation
discovery system ProGED, which uses a Monte-Carlo approach
of sampling equation structures from a given PCFG and evalu-
ating their fit to the given data. We expect that the number of
successfully reconstructed equations from the Feynman dataset,
when using the learned (fine-tuned) universal PCFGs, will be
higher as the number of equations successfully reconstructed
with the universal grammar with manually set probabilities.
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ABSTRACT

As weather conditions become more complex and unpredictable
as a consequence of global warming and air pollution, humans
find it increasingly difficult to predict the amount of precipitation
in the coming period, thus predicting the inflow into hydroelec-
tric basins. Different types of hydropower plants (HPP), soil com-
position, how dry the soil is at the moment, the composition of
precipitation, etc., also influence the inflow, making it even more
difficult to be predicted. This research looks into the problem of
predicting inflow in hydroelectric basins in Republic of North
Macedonia and building machine learning models to do so. The
main contribution of this research is the models for the largest
five hydropower plants in Republic of North Macedonia (RM)
that could optimize the loss and shortage of purchased electricity.
Historical data from the closest meteorological station to each
hydropower plant that we were working on, as well as historical
data from the inflows at the hydropower plants, were used to
build regression models that predict the inflow one day in ad-
vance for each hydropower plant separately. After deriving 19
new features, of which the majority are statistical, the predic-
tive models’ error was reduced. In the final step, we analyze the
results empirically and qualitatively and comparing the models
generated using different machine learning algorithms. For in-
stance, one of the best models is the model for HPP Vrben, with
the mean absolute error of around 8% of the average daily inflow.
We built models using eight different regression algorithms for
each hydropower plant, including linear regression and gradient
boosting regression models as the models that make the smallest
errors in predicting. These models could also help to prevent
river and lake overflows in areas where hydropower facilities are
located, with timely warnings minimizing the severity of natural
disasters.

KEYWORDS

machine learning, regression models, hydropower plants, opti-
mization of hydroelectric energy loss

1 INTRODUCTION

The global trend for producing electricity from renewable sources
is increasing at an exponential rate. On the other hand, the world
aims to reduce world’s electricity losses, as there are more and
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more electrical devices and less and less non-renewable electric-
ity sources. One of the solutions is to optimize electricity losses
due to erroneous power consumption forecasts. First, from the
standpoint of world non-renewable electricity savings consump-
tion, as the coal or oil are, and then from the standpoint of public
spending, because the later you purchase electricity, the more
expensive it becomes. [3][5].

Hydropower now provides around 6.5% of the world’s elec-
tricity needs. In Republic of North Macedonia the total installed
capacity of hydropower is 556.8 MW, which is over 40% of the
total capacity, ranking first among renewable energy sources.
Hydroelectricity is used the most to meet daily variations in
electricity consumption and to provide system services for regu-
lation, allowing the power system to be more flexible and reliable.
The peaks of electricity consumption are always regulated (i.e.
supplemented) by hydroelectric energy while coal-fired power
plants produce the majority of electricity. Predicting the quantity
of electricity available from each hydropower plant in the future
(the longer the period, the better) leads not only to the most effi-
cient use of finances, but also to protection from natural disasters
such as river and lake overflows. The amount of inflow in the
foreseeable time to be predicted by humans becomes increasingly
difficult, if not impossible, as meteorological conditions become
more complex and unpredictable as a result of global warming
and air pollution [4][1][9].

The inflow prediction in hydropower plants is mainly based
on human judgement, however, it is not always accurate. Primar-
ily, because it is about nature. There are two major issues with
predicting future inflow accurately:

(1) Weather forecasting inaccuracy in the coming days. The
issue is that the forecasting models get less accurate as
the forecast gets further out in time [6].

Different types of hydropower plants, especially the con-
struction of pumped-storage hydropower plants, the com-
plexity of geology, etc. In this research, we consider run-
of-river and storage hydropower plants. Run-of-river hy-
dropower plant includes a facility that channels flowing
water from a river through a canal or pen-stock to spin
a turbine, and rain influences the inflow almost immedi-
ately. Storage hydropower plants that include a dam and
a reservoir to accumulate water, which is stored and re-
leased later when needed, providing flexibility to generate
electricity on demand and reducing dependence on the
variability of inflow. But whatever the hydropower plant
type, the inflow is not directly related to weather condi-
tions. For instance, the snow and hail do not accumulate
straight away; it does require a time of melting, soil wet-
ting, and for storage plants, additionally, conducting the
water through the pipes to reach the basin, etc. [7].
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The inflow into hydroelectric basins can be predicted more
easily when using machine learning than by analyzing geology,
satellite monitoring, pollution monitoring, and changes in global
warming. Developing a machine learning model that connects
all of these features, allows the prediction to be made. Otherwise,
it is quite difficult to perform it empirically, owing to a lack of
resources for repeating the method for each existing hydroelectric
plant. In this study, we built models using collected data from
hydropower plants and the nearest meteorological stations with
the aim of developing an application that would help to monitor
the daily inflow one day in advance (Figure 1)[2].

/N
HPP ’ é’l
l."E'l" MONITORING
preprocessing
+ machine learning
= data analysis
e » DATABASE
‘a il o
il n—

WEATHER STATION

Figure 1: Graphical representation of the process: predict-
ing inflow in the hydroelectric basins

2 METODOLOGY

2.1 Preprocessing

The daily inflow into the hydroelectric basins as labels and the
amount of precipitation observed at the nearest meteorological
station as descriptive features are merged by date. Then, because
missing values represent less than 1% of the total data, they are
filled using the average of each feature’s values.

For most hydropower facilities, we could find only two de-
scriptive features at first: the daily amount of precipitation [1]
and the date. There were 11 additional available features in the
data for HPP Tikvesh: time of moonrise and moonset (times-
tamp), intensity of precipitation [I/m?], duration of precipitation
[min], time of sunrise and sunset (timestamp), the highest and
lowest temperature of the day [K], absolute humidity [g/m?],
cloud cover [oktas]. For HPP Tikvesh, missing values in the ad-
ditional features are filled in with the average of the instances
that have the same value in the most meteorologically related
feature. For instance, humidity’ and ’cloud cover’. The procedure
is as follows: for a missing value in the feature ’cloud cover, the
corresponding value of ’air humidity’ is X; find all the values
from the feature ’cloud cover’ that have the value X in the feature
“air humidity’, calculate their average value and substitute for
the missing value in the ’cloud cover’ feature. In conjunction
with the ‘maximum temperature’ feature, the same procedure is
used to replace missing values in the "lowest temperature’ feature.
Scaling the values in the descriptive features between 0 and 1
was the final step in the prepossessing process.

2.2 Feature Engineering

Using only the date and amount of precipitation as descriptive
features, different regression models can be developed, but all
of these predictive models have a low accuracy. Due to the com-
puter’s inability to understand the inflow pattern, including all
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the details that affect it, 19 new features were created from the
original two. The ’date’ feature was divided into three new fea-
tures: day, month, and year, and they were added to the original
features. Regarding the amount of precipitation and inflows into
the hydroelectric basins, the derived features are the average,
variance, p-variance, minimum and maximum values from the
previous five days, and values from the previous day of both
original features are also added as new features. Also, additional
features are derived as sine and cosine functions of the days and
months. The purpose of the trigonometric functions is to reduce
the difference between December 31 and January 1, for instance.

Random Forest features ranking demonstrate that the features
derived from the latest five days of both original features have
the highest score. If we consider the correlation matrix, we can
realize the same. The derived statistical features have the high-
est correlations with the inflow. Also it is interesting that while
trigonometrically generated date features have the same corre-
lation as the features from which they were derived, in terms
of inflow, they do not correlate to each other with a degree of
correlation of 1. For instance, HPP Vrben’s sine function of the
month, as well as the month itself (from which the sine function
is derived), get a correlation index of -0.01 with the inflow, but a
value of -0.04 with each other (Figure 2).
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Figure 2: Correlation matrix after scaling for HPP Vrben

3 EXPERIMENTS AND RESULTS

3.1 Dataset Description

For each of the five hydropower plants in the Republic of North
Macedonia that have been analyzed, the data processing and
approach to the problem are the same. HPP Kozjak, HES Mavrovo
power plants (consisting of HPP Vrutok and HPP Vrben), HPP
Tikvesh, and HPP Shpilje are part of this study. The datasets are
time-series, they were collected at daily intervals throughout an
11-year period (1/1/09 - 12/31/19) for each hydroelectric facility.



Prediction of the Inflow in Macedonian Hydropower Plants, Using ML

ESM! and UHMR? have collected the initial two variables, the
amount of precipitation [I//m?] and inflows into the hydropower
basin (Figure 3). The inflow is expressed as the maximum amount
of electricity [MWh] it could be used to produce.
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Figure 3: Top to bottom: (a) Amount of precipitation (me-
teorological station Debar) and (b) amount of electricity
production (HPP Shpilje) during an 11-year period (2009 -
2019)

Equation 1 describes how to calculate the electricity that could
be produced by hydropower plants, knowing that it is a product
of power and working time [4].

E = pQgHt[Wh] )
where, electricity is equal to water density p [1000kg/m?],
multiplied by water flow (inflow) Q [m3/s], acceleration of grav-
ity g [m/s?] and gross height drop H [m]. Inflow refers to water
flowing into accumulation basins of hydropower plants. The in-
flow is measured in cubic meters per second [m3/s], but it can
also be expressed as the quantity of electricity that the same
amount of inflow could supply. When electricity is a projection
of the inflow, the inflow is computed using Equation 1 and ex-
pressed in watt-hours [Wh].

3.2 Experimental Setup

To build models for one day in advance inflow prediction, we used
eight different regression algorithms: Support Vector Machine,
Random Forest, Linear Regression, Lasso, Gradient Boosting, Ex-
treme Gradient Boosting, K-nearest neighbours, Decision Tree
and Dummy that always predicts the mean of the training tar-
get values. Four evaluation metrics were used to evaluate the
regression models for the prediction of inflow in hydropower
plants: mean absolute error (MAE), mean squared error (MSE),
root mean squared error (RMSE), and R-Squared (R2) as a stan-
dardized version of MSE.

Different numbers of selected features for each hydropower
plant were considered using a class from sklearn library called

1ESM - Elektrani na Severna Makedonija (litt. "Power plants of North Macedonia”)
2UHMR - Uprava za Hidro-Meteoroloski raboti (National Hydrometeorological
Service - Republic of North Macedonia)
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SelectKBest, which selects the best features based on univariate
statistical tests and the best numbers of features for each HPP
were chosen based on the predictive models’ errors. The experi-
ment was divided into four parts: using all features, the best 15
features, the best 10 features, and the best 5 features, out of a
total of 20 features.

Time-series can be troublesome for splits where with the shuf-
fling process we get different train and test sets across different
executions, for cross-validation, or when the test subset is be-
fore or somewhere in the middle of the train subset, etc. For
instance, if a pattern appears in year 3 and persists for years
4-6, the model can detect it, even though it was not present in
years 1 and 2. Because the datasets we use in this research are
continuous time-series at the daily level, we split the evaluation
datasets contentiously, without shuffling the subsets [8].

3.3 Results

For each of the four parts of the experiment for selecting the
best n features, we calculated and plotted the mean absolute
error [MWh] for each model (Figure 4, Figure 5). As we can
see in Figure 4 and Figure 5, the differences in the errors are
similar regardless of how many features the model is trained
with. The best results are provided by different models developed
using various algorithms and various number of features for each
hydropower plant, but one thing that all of them have in common
is that dummy regressor is the worst, while linear regression or
gradient boosting produce the smallest errors. For example, if
we choose HPP Vrben as one of the best outcomes, we can see
that while the average daily input is 3.7 MWHh, the error of the
model developed using linear regression and selected 15 features
is 0.34 [MWh]. Because the errors, with the exception of dummy
and lasso, are not particularly big, ranging between [0.345, 0.40],
all of the features listed after the five most influential features
contribute a negligible percentage to improving or decreasing
accuracy (Figure 5).
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Figure 4: Graphical representation of the mean absolute
error of the eight machine learning regressors used in the
study, selecting different numbers of best features for HPP
Vrben as a run-of-river diversion hydropower plant

4 CONCLUSIONS

Using eight different machine learning regressors, we built mod-
els for predicting inflow in Macedonian hydroelectric basins. A
solution for predicting the daily inflow in hydropower plants
has been proposed if the daily amount of precipitation and the
amount of precipitation for the previous five days for the nearest
meteorological stations are known.
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Figure 5: Top to bottom: Graphical representation of the
mean absolute error of the eight machine learning regres-
sors used in the study, selecting different numbers of best
features for: HPP Shpilje, HPP Tikvesh, HPP Kozjak as
storage hydropower plants

According to the results, the daily amount of precipitation
and other inflow-related elements from the preceding days are
the most important factors that explain inflows in hydroelectric
basins. Of course, there are other variables to consider, such
as temperature, cloud cover or humidity. Considering that the
errors in prediction for HPP Tikvesh are not much smaller than
the ones for the other HPPs where we have only the precipitation
and inflow as original data and of course, the most important
part - the derived features about last days, we may conclude that
precipitation takes a certain amount of time to reach the basins
as an inflow, depending on daily temperatures, the nature of the
soil where the hydropower plant is located, and other factors.

Also, we can confirm hydrological and geological assump-
tions that continuity in the data is far more important in storage
hydropower plants than in run-of-river diversion hydropower
plants. For the first type of data, weather characteristics from
previous days have no significant impact, but all original and
derived attributes related to inflows and precipitation for the
same day are crucial, because the rains are accumulated immedi-
ately. Otherwise, factors such as the period for melting the snow,
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temperature, soil moisture, and therefore the amount of inflow
into the hydropower plant are significant for storage hydropower
plants because it raises the river level, and thus the amount of
inflow into the hydroelectric basins, but not immediately.

Because of the differences in the location, construction, and
operation of hydropower plants, we can only build hydropower
plant specific models. For some, the daily quantity of precipitation
or the amount of precipitation from the previous day is the most
essential factor, while for others, the amount of precipitation over
a longer period is the most important factor. Based on this fact,
which is also supported by our results for various hydropower
facilities, we may conclude that we cannot build general model
that can estimate the inflow for all hydropower plants. Because
of the geological properties of the soil along the rivers and the
temperature fluctuations in the past, we also cannot create a
general model for hydropower plants of the same type.

Linear regression and gradient boosting models produce the
best results. We can solve the inflow problem as a linear problem,
because the relations between precipitation and inflow to the
basins are simple. The precision of projected weather conditions
is the key drawback for obtaining even lower errors. The more
accurate the weather conditions are and the longer the time pe-
riod of projected weather conditions is, the better the prediction
of inflow in hydroelectric basins would be.

We built predictive models for the next day’s inflow in this
study. The next step is to create predictive models for as far in
the future as possible, so that the model can assist in power man-
agement decisions. However, accurate projected meteorological
conditions are required to develop such a model, and the further
the time point, the greater the error. Hourly or minute time-series
would predict more precisely in terms of time intervals.
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ABSTRACT

A common requirement in scientific data processing is to detect
peaks in a signal and to measure their positions, heights, widths,
and/or areas. In this paper, the problem of peak detection from a
raw signal is defined and presented. Providing the example, we
showed how the problem of peak detection can be translated into
detecting the number of axles in vehicles. Various algorithms
for predicting the number of peaks (axles) were presented. So-
lution with derivatives, the solution with encoder and decoder
and the solution with convolution neural network produced the
best result, 99% accuracy with a certain percentage of skipped
instances.

KEYWORDS

peak detection, neural networks, machine learning, signal, sen-
sors, number of axles

1 INTRODUCTION

Identifying and analyzing peaks in a given time-series is impor-
tant in many applications, because peaks are useful topologi-
cal features of a time-series. In power distribution data, peaks
indicate sudden high demands. In server CPU utilization data,
peaks indicate sharp increase in workload. In network data, peaks
correspond to bursts in traffic. In financial data, peaks indicate
abrupt rise in price or volume. Troughs can be considered as
inverted peaks and are equally important in many applications.
Many other application areas — e.g., bioinformatics [2], mass
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spectrometry [4], signal processing [7, 8], image processing [10],
astrophysics [13] — require peak detection.

Peak detection algorithms are also used for classification of
the number of peaks or axles. For example, when a vehicle places
one of its tyres on a weight sensor, a peak is detected in the signal.
Each peak represents one vehicle axle. Therefore, the algorithm
detecting how many peaks occur in a given signal in this way
detects the number of axes. For the purpose of this study, 16
different signals for two driving lanes were provided by company
Cestel. Sensors were placed under a bridge near ObreZje. Sensors 1
and 2 were placed at the beginning and end of measuring area for
lane 1. Sensors 15 and 16 were placed on lane 2 in a similar fashion.
The rest were placed perpendicular on the road between the pairs.
The main goal of this paper is to predict the number of axles as
accurately as possible with the use of mathematical models and
machine learning algorithms given signals. We introduce the
solution using deep neural networks (artificial neural network
and convolution neural network), regular derivatives, predefined
library find_peaks and a package tsfresh for peak detection. In
theory, peak detection is formally a trivial task, however, in reality
the task can be performed only with some degree of accuracy.

The rest of the paper is organized as follows. Section 2 presents
related work. Main methodology and algorithms are described in
section 3. Finally, section 4 concludes the paper with summary
and ideas for future work.

2 RELATED WORK

Peak detection is a common task in time-series analysis and sig-
nal processing. Standard approaches to peak detection include (i)
using smoothing and then fitting a known function (e.g., a poly-
nomial) to the time-series; and (ii) matching a known peak shape
to the time-series. Another common approach to peak-trough
detection is to detect zero-crossings (i.e., local maxima) in the
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differences (slope sign change) between a point and its neigh-
bours. However, this detects all peaks-troughs, whether strong
or not. To reduce the effects of noise, it is required that the local
signal-to-noise ratio (SNR) should be over a certain threshold [8,
11]. The key question now is how to set the correct threshold so
as to minimize false positives. Ma, van Genderen and Beukelman
et al. [10] compute the threshold automatically by adapting it to

the noise levels in the time-series as h = m + K * absgey,
where max is the maximum value in the time-series, absqyg is
the average of the absolute values in the time-series, absg,, is
the mean absolute deviation and K is a user-specified constant.
Azzini et al. [2] analyze peaks in gene expression microarray
time-series data (for malaria parasite Plasmodium falciparum) us-
ing multiple methods; each method assigns a score to every point
in the time-series. In one method, the score is the rate of change
(i-e., the derivative) computed at each point. In another method,
the score is computed as the fraction of the area under the candi-
date peak. Top 10 candidate peaks are selected for each method;
peaks detected by multiple methods are chosen as true peaks. The
detected peaks are used to identify genes; SVM are then used to
assign a functional group to each identified gene. Key problems
in peak detection are noise in the data and the fact that peaks
occur with different amplitudes (strong and weak peaks) and at
different scales, which result in a large number of false positives
among detected peaks. Based on the observation that peaks in
mass spectroscopy data have characteristic shapes, Du, Kibbe
and Lin et al. [5] propose a continuous wavelet transform (CWT)
based pattern-matching algorithm for peak detection. 2D array
of CWT coefficients is computed (using a Mexican Hat mother
wavelet which has the basic shape like a peak) for the time-series
at multiple scales and ridges in this wavelet space representation
are systematically examined to identify peaks. Coombes et al. [4]
and Lange et al. [9] present other approaches for peak detection
using wavelets and their applications to analyze spectroscopy
data. Zhu and Shasha et al. [13] propose a wavelet-based burst
(not peak) detection algorithm. The wavelet coefficients (as well
as window statistics such as averages) for Haar wavelets are
organized in a special data structure called the shifted wavelet
tree (SWT). Each level in the tree corresponds to a resolution
or time scale and each node corresponds to a window. By auto-
matically scanning windows of different sizes and different time
resolutions, the bursts can be elastically detected (appropriate
window size is automatically decided). Zhu and Shasha et al. [13]
apply their technique to detecting Gamma Ray bursts in real-
time in the Milagro astronomical telescope, which vary widely
in their strength and duration (from minutes to days). Harmer
et al. [7] propose a momentum-based algorithm to detect peaks.
The idea is compute velocity (i.e., rate of change) and momentum
(i-e., product of value and velocity) at various points. A “ball”
dropped from a previously detected peak will gain momentum
as it climbs down and lose momentum as it climbs the next peak;
the point where it comes to rest (loses all its momentum) is the
next peak. Simple analogs of the laws in Newtonian mechanics
are proposed (e.g., friction) to compute changes in momentum
as the ball traverses the time-series.

3 METHODOLOGY

In this section, algorithms for peak detection are described. Each
machine learning method uses 62076 samples (vehicles) and up
to 16 signals for classification of number of axles. Typically, only
the first signal was chosen for training the model. This is because
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the first signal had less noise than other signals. Each signal has
different length. Therefore, the signals that had length less that
maximum time had to be extended to maximum signal time in
order to create features with the same length. To achieve this,
additional zeros were filled to the positions up to the maximum
signal time. Maximum time is 6113, which is equal to the number
of features. Figure 1 shows a signal from Sensor 1 which has
maximum sensor time.

Each method uses classification accuracy for evaluation of the
model. Classification accuracy is a metric that summarizes the
performance of a classification model as the number of correct
predictions divided by the total number of predictions. In this
study, correct predictions are correctly predicted peaks(number
of axles).

Sensor 1
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Figure 1: Signal with maximum sensor time.

3.1 Peak Detection with Derivatives

Since peaks are local maxima, we can use mathematical methods
for finding them. But because we are not working with functions
but rather noisy discrete signals, we need to modify them slightly.
Let us define s; as ith signal value. First we remove noise at the
beginning and the end of the signal where there are no axes. To
do so we find the horizontal line with maximum support, where
support for line at height y is defined as the number of signal
values s; for which |y — s;| < margin. For line height y we take
n equally spaced values from interval [min, max] and half the
distance between consecutive y values is used as margin. Here
min and max represent minimum and maximum value of the
signal. To remove noise and normalize signal, we now define:

. 0,
Si = sj—min
max—min’

On signal § we calculate first and second derivative - § and § -
using finite difference, which is implemented using convolution
with kernels [-0.5,0,0.5] and [1,-2,1]. Finally peaks can be
acquired by finding indices i for which §; > 0.25, |$;| < 0.01
and [5;| < 0 while only taking peaks which are local minima, i.e.
si > max{sj—1, Si+1}.

This procedure achieves accuracy = 90% when using sensor
1. When using other sensors, accuracy is lower, but it can be
improved by choosing the correct sensor for every instance. We
do this by training nine models: one regression model M, for
predicting number of axes and eight models My, k = 1..8, for

if s; < y+ 2+ margin.

otherwise.
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predicting whether prediction on sensor k is correct. We only
use sensors from lane 1, since sensors on the other lane give poor
accuracy.

First we define p(?) as correct number of peaks for instance
i and plil) as number of peaks detected by procedure described
in this section for instance i using sensor k. Now we create
matrix X and vector y on which we train gradient boosting
regression. This model predicts number of axes from number
of peaks detected on all sensors. Matrix X contains one row
x( = [pii),péi), .. .,péi)] for each instance i with one column
for every sensor, while vector y contains ground truth values for
number of axes:

T T
X = x<1>,x<2>,...,x<'">] , yz[pu),p(z),m,p(m) .

Here m is number of all instances. Other eight models use the
same matrix X, but different vector y. Model M. which predicts
whether detection using sensor k produces correct number of
peaks uses:

1 _ 1) @ _ (2 (m)

yk:[Pk P FP Py

where equality comparison evaluates to 1 when true and 0 when
false. Gradient boosting classifiers are used for these models.

After all nine models are trained, peaks on a new instance

m + 1 can be detected by first using the described peak detection
procedure on all eight sensors to obtain input vector x(m+1);

=p

=p™]'

(m+1)

xmet) = [p™*h pim

ém+1)].

This vector is then first fed into M, model to predict number
of axes and the result is rounded to closest integer value to get
a. Furthermore models M} are used to get confidence c; for
each sensor. Now valid sensors are the ones using which correct
number of peaks were detected and have confidence higher than
some threshold T:

(m+1)
k

If sensors = 0, instance m + 1 is skipped, otherwise a axes are
predicted and min{sensors}is the best sensor for detection. For
T = 0.95 this system has accuracy 99.5% while skipping 20% of
instances.

sensors ={k| 1<k <8Ap =aAc,>T}.

3.2 Peak Detection with Encoder/Decoder

Since we know where peaks are located in every signal, we can
train a model that will for every instance predict locations of
peaks. Because we are working with time series data, we can
use a one dimensional convolutional neural network with au-
toencoder architecture. This allows us to predict locations for
variable number of peaks. Inputs and outputs have the same
dimensions, while the model consists of two parts: encoder, to
create low dimensional embedding in latent space, and decoder,
to reconstruct output from it.

As inputs we use signals from sensor 1. On output we want
to predict a vector of the same dimension, which has ones in
time slots containing a peak and zeros everywhere else. Because
CNNss take inputs of the same length, we pad all input and output
vectors to maximum length. To make maximum length smaller,
we use the noise removal method from section 3.1 to crop noise
at the beginning and at the end from the signals.

Encoder is made of 3 convolutional layers. Each is followed
by batch normalization and max pooling of size 2. Convolutional
layers use ReLU activation, 8, 16 and 32 filters and sizes 5, 2 and
3 respectively. Decoder has the same structure with number of
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filters and sizes reversed and max pooling layers replaced with
up sampling. This model is then trained using Adam optimizer
and binary cross entropy loss function.

After model is trained, peaks on new instance can be detected
by feeding sensor 1 signal s to it to obtain prediction vector p.
Peaks are now located at indices for which prediction value is
a strong enough local maximum and signal amplitude is high
enough:

peaks = {i | p; > max{pi_s.i+s} A pi > T1 A §; > 0.15},

while skipping instances for which max{p; | i € peaks} < Ts.
Here p, $ are normalized to contain values in [0, 1] and Ty, T are
thresholds that need to be selected. For T; = 0.01 and T; = 0.5
accuracy 99.6% is achieved with 20% skipped instances.

3.3 Peak Detection with Artificial Neural
Network

Neural networks, also known as artificial neural networks (ANNs)
or simulated neural networks (SNNs), are a subset of machine
learning and are at the heart of deep learning algorithms. Their
name and structure are inspired by the human brain, mimicking
the way that biological neurons signal to one another [12].

Artificial neural networks (ANNs) are comprised of a node
layers, containing an input layer, one or more hidden layers,
and an output layer. Each node, or artificial neuron, connects
to another and has an associated weight and threshold. If the
output of any individual node is above the specified threshold
value, that node is activated, sending data to the next layer of the
network. Otherwise, no data is passed along to the next layer of
the network [12].

In this method, artificial neural network was used to predict
the number of peaks. Neural networks were a viable solution for
this problem, because we had enough data at our disposal for
deep learning. Whole signal from sensor 1 was provided as input
layer. Architecture of the neural network contains two hidden
layers, with 16 and 12 neurons, respectively. Output data (number
of peaks) was one-hot encoded, therefore softmax activation func-
tion was used in the output layer. Model returned the probability
for each class. In the end, an algorithm picked the column with
the highest probability (i-th column depicts i number of peaks).
This model achieved 91% accuracy for predicting the number of
peaks.

3.4 Peak Detection with Convolution Neural
Network

Convolutional neural networks are distinguished from other neu-
ral networks by their superior performance with image, speech,
or audio signal inputs. They have three main types of layers,
which are:

o Convolutional layers which convolve the input and pass
its result to the next layer. This is similar to the response
of a neuron in the visual cortex to a specific stimulus. Each
convolutional neuron processes data only for its receptive
field.

e Pooling layers which reduce the dimensions of data by
combining the outputs of neuron clusters at one layer into
a single neuron in the next layer.

o Fully-connected layers which connect every neuron in
one layer to every neuron in another layer.

With each layer, the CNN increases in its complexity, identify-
ing greater portions of the required information [1].
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Convolutional neural network was utilized to predict the num-
ber of peaks. The motivation for the usage of this type of network
comes from a fact that convolutional neural networks work well
with time series data. Whole signal from sensor 1 was used as
input layer. Architecture of the network contains three 1D con-
volution layers and three 1D pooling layers. At the end we used
the fully connected layer with 100 neurons. Output layer has
a softmax activation layer. Similarly than in subsection 3.3, the
model returned the probability for each class and in the end, algo-
rithm picked the column with the highest probability. This model
achieved 97% accuracy. If we decide to skip 6.5% samples that are
below the 99% probability threshold, we achieve the accuracy of
99.1%.

3.5 Peak Detection with Predefined Method
Find_peaks

Another method for peak detection is by using the predefined
function named find_peaks. This function takes a 1-D array and
finds all local maxima by simple comparison of neighboring val-
ues. In the context of this function, a peak or local maximum
is defined as any sample whose two direct neighbours have a
smaller amplitude [6]. Because each signal has different maxi-
mum height, the parameter in function find_peaks named height
differs from sample to sample. Height parameter is defined as
minimal required height for peaks to be detected. Peaks below
that threshold are not detected. Height was calculated by formula:
height = | jmax(sensorHeight)| - |min(sensorHeight)| | / 10. The
above described method achieved 89% accuracy and also returned
the position of every peak. An example can be seen on Figure 2
on which 2 peaks are detected. They are marked with 2 oranges
crosses.
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Figure 2: Signal with two peaks. Location of the peak is
marked with an orange cross.

3.6 Peak Detection with Library Tsfresh

Another alternative approach for peak prediction is by using
the python package named tsfresh. It automatically calculates
a large number of time series characteristics, the so called fea-
tures. Furthermore, the package contains methods to evaluate
the explaining power and importance of such characteristics for
regression or classification tasks. tsfresh is used for systematic
feature engineering from time-series and other sequential data.
These data have in common that they are ordered by an indepen-
dent variable. The most common independent variable is time
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(time series) [3]. After the features were extracted, they were used
by gradient boost classifier for predicting the number of peaks.
This approach produced 89% accuracy predicting the number of
peaks.

4 CONCLUSION AND DISCUSSION

We defined and presented the problem of peak detection from a
raw signal. Providing the example, we showed how the problem
of peak detection can be translated into detecting the number of
axles in vehicles. Various algorithms for predicting the number
of peaks (axles) were presented. The solution with derivative, the
solution with encoder and decoder and the solution with convo-
lution neural network produced the best results, 99% accuracy
with a certain percentage of skipped instances. In future work,
the mentioned results can be tweaked and improved by using dif-
ferent learning parameters, e.g. different learning rate, different
number of neurons, different activation function. Furthermore,
better results can be achieved by changing the architecture of
the neural network, e.g. different or more convolution or pooling
layers. The results of peak detection can also be extended into
determining the axle distances. Once the axle number is accu-
rately predicted, a new set of algorithms can be implemented to
solve this new task.
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ABSTRACT

Question answering is one of the most challenging tasks in lan-
guage understanding. Most approaches are developed for English,
while less-resourced languages are much less researched. We
adapt a successful English question-answering approach, called
UnifiedQA, to the less-resourced Slovene language. Our adapta-
tion uses the encoder-decoder transformer SloT5 and mT5 models
to handle four question-answering formats: yes/no, multiple-
choice, abstractive, and extractive. We use existing Slovene adap-
tations of four datasets, and machine translate the MCTest dataset.
We show that a general model can answer questions in different
formats at least as well as specialized models. The results are fur-
ther improved using cross-lingual transfer from English. While
we produce state-of-the-art results for Slovene, the performance
still lags behind English.

KEYWORDS

question answering, Slovene language, deep neural networks,
encoder-decoder models, natural language processing

1 INTRODUCTION

Most studies for the question answering (QA) task deal with
the English language. This leaves many language specifics, not
present in English, potentially inadequately addressed. E.g., some
problematic language specifics in morphologically-rich Slovene
language are noun and adverb declension, three different genders,
three counts, the person or pronoun being hidden in a verb, etc.
An additional problem for less-resourced languages is the lack of
suitable datasets for QA.

Khashabi et al. [5] argue that building specialized models
for each QA dataset or QA format is unnecessary, as they all
require a similar inference capability. Therefore, it is possible to
develop one model capable of answering questions in different
formats. They call their approach UnifiedQA, and we adapted
this approach to Slovene.

The number of QA datasets in Slovene is much lower than
used in the original UnifiedQA. We found four partially human-
translated but mostly machine-translated datasets. To improve
that, we first machine translate the additional MCTest dataset
[9] into Slovene and fix translation errors.

Our method is based on the pretrained Slovene encoder-decoder
transformer model SloT5 [11]. We finetune the model on the five
QA datasets and analyze its performance. We also test the role
of uppercase and lowercase letters, the impact of unanswerable
questions, and the contribution of each dataset to the perfor-
mance of the unified model. Next, we test the cross-lingual trans-
fer and train a multilingual question answering model based
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on the multilingual mT5 model [13], using English and Slovene
datasets. Finally, we perform a qualitative analysis of the obtained
models. The results show that our system is currently the best
performing QA system for Slovene. We make its source code
freely accessible!.

The paper is split into four further sections. In Section 2, we
outline the related work on QA in Slovene. Section 3 presents our
adaptation of UnifiedQA methodology and the applied Slovene
QA datasets, and Section 4 discusses different evaluation settings
and their results. In Section 5, we present the findings and ideas
for further improvements.

2 RELATED WORK

The QA in Slovene is relatively unexplored. In the pre-neural
setting, Ceh et al. [1] developed a closed-domain QA system for
answering common questions that arise during students’ studies
at the University of Maribor, Faculty of Electrical Engineering,
Computer Science and Informatics. The translation of the Su-
perGLUE benchmark suite to Slovene in 2021 [14] provided four
partially human, partially machine translated QA datasets (BoolQ,
COPA, MultiRC, and ReCoRD) and evaluation of Slovene BERT
models. Ulcar et al. [11] adapted the SloT5 model for the yes-
no and multiple-choice questions. Finally, Zupani¢ et al. [15]
translated the SQuAD 2.0 dataset from English and adapted dif-
ferent multilingual models. They achieved the best result with
the SloBERTa 2.0 model [12]. In contrast to the above works, we
apply the transfer learning paradigm within the encoder-decoder
SloT5 and mT5 models and provide a unified approach to different
QA formats, obtaining the best results so far.

3 METHODOLOGY
Our methodology follows Khashabi et al. [5] UnifiedQA method-

ology. The authors define four QA formats (extractive, abstractive,
multiple-choice, and yes/no) and unify the learning approach to
these formats. The extractive format requires that the answer is
directly stated in the supplied context as a substring. The abstrac-
tive format requires paraphrasing of the given context and the
answer may require linking information from several sentences.
The multiple-choice datasets have possible answers listed and
the aim is to select the given option correctly. Finally, the yes/no
questions require only yes or no as an answer.

The datasets with different QA formats are converted to text
format, with parts of the input separated by the "\n" sepa-
rator. Extractive, abstractive and yes/no questions are coded
as "question \n context" and multiple-choice questions as
"question \n possible choices \n context". Here, the
possible choices are indicated in capital letters from A onwards
(A) choice 1 (B) choice 2....

We initially considered four QA datasets. Three stem from
the translation of the SuperGLUE benchmark to Slovene [14]:
MultiRC [4] (abstractive), COPA [10] (multiple-choice) and BoolQ
[2] (yes/no). We also used the SQuAD 2.0 [8] (extractive) Slovene

!https://github.com/klogar/QAslovene
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translation [15]. SQUAD 2.0 contains unanswerable questions,
and some are also present in MultiRC. As we focus on the reading
comprehension task, all selected datasets have a context. COPA
is a commonsense reasoning dataset, which is not our primary
focus, but we included it due to being human translated into
Slovene. BoolQ, MultiRC, and SQuAD 2.0 are partially human
translated [14, 15].

To have a non-commonsense multiple-choice dataset, we ma-
chine translated the MCTest dataset [9] and fixed some transla-
tion errors. To reduce the cost of translation, we partially used
the commercial solution DeepL [3] and partially an internal neu-
ral machine translator of a bit lesser quality. Later, we translated
the entire MCTest dataset with the DeepL translator and made
it publicly available in our repository. However, the reported
results are obtained using the initial mixed translation setting.

As the starting training model for monolingual Slovene Uni-
fiedQA models, we used the monolingual Slovene variant of the
T5 transformer encoder-decoder model [7], called SloT5 [11]. For
the cross-lingual transfer experiments, we applied the multilin-
gual variant of T5, called mT5 [13]. Due to computational time
and GPU memory limitations, we used the SloT5 and mT5 mod-
els of the smallest size (60M and 300M parameters, respectively).
Originally, Khashabi et al. used the T5 model [7] of the largest
possible size (11B parameters) and the BART},;ye model [6] as
a starting point for the UnifiedQA model. However, they also
report results for the T54,,)) model, which we report for com-
parison, so all models are of comparable sizes. Table 1 lists the
parameters used to finetune our models.

Table 1: Parameters for finetuning UnifiedQA models.

Parameter Value
Maximum input size [tokens] 512
Maximum output size [tokens] 100
Number of epochs 25
Batch size 8
Number of beams 4
Learning rate 5e-5

4 EXPERIMENTS AND RESULTS

In this section, we report our work on empirical evaluation. We
present the evaluation metrics, original English results, experi-
ments and results in the monolingual Slovene setting, and in the
cross-lingual transfer setting.

4.1 Evaluation Metrics

For each dataset, we use a different evaluation metric. For BoolQ,
we report the classification accuracy; for SQUAD 2.0, the F;
score; for MultiRC, we use ROUGE-L; and for the multiple-choice
datasets (MCTest and COPA), we calculate the best match be-
tween the generated text and the offered options and compute
the classification accuracy. In all cases, the answers are first
normalized (removing punctuation and unnecessary spaces and
converting the text to lowercase).

4.2 English UnifiedQA Results Using T54,a1

First, we replicated the results of the original English UnifiedQA
[5] and also obtained the results for the datasets not originally
used, i.e. COPA and MultiRC (the latter was only used as a yes/no
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dataset in [5]). The results are presented in Table 2. The results
for BoolQ and MCTest are slightly worse than originally reported,
which could be attributed to slightly different parameters for text
generation. We achieved a much worse result for the SQuAD 2.0
dataset, with F; only 46.1% rather than 67.6%. Trying to replicate
the published scores with the original code?, we obtained similar
results to ours . However, we analyzed the difference and believe
that at least some of them are due to unanswerable questions, as
the F; score is 84.5% for questions that have an answer and only
7.8% for unanswerable questions. The UnifiedQA model, there-
fore, does a poor job of detecting if a question is unanswerable
from the context.

Table 2: Our and published results of the UnifiedQA
(UniQA) approach on English datasets using the T5,,,.11
model.

Dataset BoolQ COPA MCTest MultiRC  SQuAD 2.0
Metric CA CA CA ROUGE-L Fy
UniQA(publ) | 0.771 / 0.800 / 0.676
UniQA(ours) | 0.757 0560  0.762 0.536 0.461

4.3 Slovene Monolingual Results Using SloT5

In the Slovene monolingual setting, we compare different vari-
ants of Slovene UnifiedQA models and report the results in Table
3. We adapted the models for each QA format separately and
obtained so-called specialized models. These provided a baseline
for what could be achieved with each individual QA format. We
then trained the SloUnifiedQA model using all available Slovene
datasets. We also investigated the impact of unanswerable ques-
tions (SloUnifiedQA-NA, SloUnifiedQA-NA2, explained below)
and the use of only lower case letters (SloUnifiedQA-LC).

Table 3: Comparing variants of Slovene UnifiedQA ap-
proach (based on the SloT5 model). Besides the unified
model, we report the results of specialized models for each
QA format (specialized), the best results published so far on
these datasets (published), and the default classifier. The ef-
fect of unanswerable questions and lowercasing is analyzed
in the bottom part of the table. Note that SloUniQA-NA is
tested on modified datasets without unanswerable ques-
tions, so the results for this model are incomparable.

Dataset BoolQ COPA MCTest MultiRC  SQuAD 2.0

Metric CA CA CA ROUGE-L Fy Avg.
SloUniQA 0.683  0.532 0.463 0.310 0.555 0.509
specialized 0.688  0.486 0.439 0.255 0.554 0.484
published 0.666 0.500 / / 0.739 /
default 0.623 0.500 0.269 / / /
SloUniQA-NA 0.675 0.524 0.454 0.319 0.637 0.522
SloUniQA-NA2 | 0.695 0.554 0.474 0.321 0.556 0.520
SloUniQA-LC 0.686  0.530 0.449 0.259 0.533 0.491

Comparing the SloUnifiedQA model with specialized models,
the models achieve better results for the multiple-choice datasets
(COPA and MCTest) and the abstractive dataset (MultiRC). The
improvement for the extractive dataset is minimal, and we ob-
serve a slight decrease in accuracy for the yes/no dataset (BoolQ).
Better results are also obtained compared to all main classifiers.

https://github.com/allenai/unifiedqa
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Comparing SloUnifiedQA on Slovene with the English Uni-
fiedQA model on English datasets (in Table 2), the English model
gives better results for all selected formats except SQuAD 2.0.
Interestingly, the English and Slovene models have different prob-
lems with SQuAD 2.0. The Slovenian one predicts unanswerable
questions too often (it has F; score of 60,3% for unanswerable
questions and only 50,4% for answerable ones, while incorrectly
identifying 13% of answerable questions as unanswerable), the
English one too rarely. At the same time, the English model never
wrongly predicts that a question is unanswerable. This is likely
due to unanswerable questions making up a larger proportion
of the dataset in the Slovene training dataset than in the English
one. For other datasets, the biggest difference in metrics can be
observed in the MCTest multiple-choice dataset, where the dif-
ference is 33%. We attribute the worse result of SloUnifiedQA to
machine translations and a much smaller training dataset, espe-
cially for the multiple-choice questions; as in the original work,
the authors use three additional datasets in addition to MCTest.

Compared to other published works on the same datasets,
we achieve better results with the SloUnifiedQA on the BoolQ
and COPA datasets compared to Uléar and Robnik-Sikonja [11],
while on the SQuAD 2.0 dataset, Zupani¢ et al. [15] achieve a
significantly better result (almost 20%). Here, Ul¢ar and Robnik-
Sikonja [11] also use the SloT5 model with the textual output,
while Zupani¢ et al. [15] use the SloBERTa model and only predict
the span of the answer, which is an easier task.

4.3.1 The Effect of Unanswerable Questions.

Unanswerable questions account for about one-third of all train-
ing examples, and models could overfit such questions. To ad-
dress this issue, we train two models, SloUnifiedQA-NA and
SloUnifiedQA-NA2. For the SloUnifiedQA-NA model, we removed
all unanswerable questions. As evident from Table 3, for yes/no
questions and multiple-choice questions the accuracy deterio-
rates, while for abstractive and extractive questions the metrics
improve. The biggest improvement occurred for the SQuAD 2.0
dataset, where the F; metric for answerable questions improved
to 63.7%.

The SloUnifiedQA-NA was the basis for the SloUnifiedQA-
NA2 model, which we trained on complete datasets, including
unanswerable questions. The metrics slightly improved for BoolQ,
COPA, and MCTest but may be due to the longer training time. No
improvement is observed for SQuAD 2.0; the F; for answerable
questions even drops to 51.5%.

4.3.2 The Effect of Using Lower Case Letters.

To analyze the effect of using only lower case letters, we trained
the SloUnifiedQA-LC model. The results are comparable for
BoolQ and COPA, but for MCTest, MultiRC, and SQuAD 2.0,
the results are worse. The uppercase letters, therefore, contain
relevant information in Slovene.

4.3.3 Contribution of Datasets in the Unified Model.

To assess the impact of each dataset in the SloUnifiedQA model,
we dropped each training dataset in turn. The results are shown
in Table 4. The largest individual performance drop is observed
for the model without BoolQ, as the yes/no questions become
unanswerable (the CA for the BoolQ dataset is almost 0%). This
also strongly affects the average impact but causes even slight
improvements on MCTest, MultiRC, and SQuAD 2.0. The sec-
ond largest average performance drop is achieved by the model
without SQUAD 2.0, where a drop is observed on all datasets.
For other models, the drops are observed mainly on datasets
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on which models were not trained. Overall, the COPA dataset
contributes the least to the performance of SloUnifiedQA, the
corresponding model achieving almost the same performance.

Table 4: Contribution of datasets in the unified model by
omitting one dataset at a time. The red color indicates the
two largest performance drops for each dataset.

Dataset BoolQ COPA MCTest MultiRC  SQuAD2.0

Metric CA CA CA ROUGE-L Fi Avg.
SloUniQA 0.683  0.532 0.463 0.310 0.555 0.509
no BoolQ 0.001  0.522 0.486 0.319 0.561 0.378
no SQuAD 2.0 | 0.664 0.516 0.451 0.258 0.120 0.402
no MCTest 0.676 0.510 0.351 0.317 0.560 0.483
no MultiRC 0.690 0.536 0.457 0.209 0.552 0.489
no COPA 0.683 0.510 0.456 0.319 0.554 0.504

4.4 Cross-Lingual Transfer Using mT5

There are only a few QA datasets in Slovene, so we checked if
using transfer from additional English datasets can improve the
Slovene results. We used three different collections of datasets.

e SLO: Slovene datasets BoolQ, COPA, MCTest, MultiRC
and SQuAD 2.0 (described in Section 3).

e ANGS5: English datasets BoolQ, COPA, MCTest, MultiRC,
and SQuAD 2.0 (the English dataset, whose translations
form the SLO collection).

o ANGY: English datasets BoolQ, COPA, MCTest, MultiRC,
and SQuAD 2.0 and all datasets, used by Khashabi et al.
[5], except SQUAD 1.1, i.e. NarrativeQA, RACE, ARC, and
OBQA.

We trained five models using the multilingual mT5 model
on these dataset collections and tested them on the SLO test
sets. The first model, mSloUnifiedQA, was trained only on SLO
datasets and gives a baseline performance of mT5, also enabling
comparison to monolingual SloT5. The mSloUnifiedQA; models
were trained on both English and Slovene datasets simultane-
ously (only one phase), with the English dataset collection being
either ANG5 or ANG9. Only the SLO dataset group was used
for validation. The mSloUnifiedQA2 models were trained in two
phases, first on the English datasets (ANG5 or ANGY), using the
ROUGE-L metric to select the best model, and the obtained model
was then finetuned on the SLO dataset collection.

The results of the five multilingual models are presented in
Table 5. Comparison between the monolingual SloUnifiedQA
model (in Table 3) and the multilingual mSloUnifiedQA shows
that they perform on average equally well, with SloUnifiedQA
performing better on the BoolQ, COPA and MultiRC datasets, and
mSloUnifiedQA performing better on the MCTest and SQuAD
2.0 datasets.

Adding additional knowledge in English improved the aver-
age metrics by 3-4%, but the training time increased by about

Table 5: Results of cross-lingual transfer using additional
English datasets and multilingual models based on mT5.

Dataset BoolQ COPA MCTest MultiRC  SQuAD 2.0

Meric CA CA CA ROUGE-L Fy Avg.
mSloUniQA 0.646 0.488 0.515 0.298 0.571 0.504
mSloUniQA; (ANG5) | 0.672 0.486 0.582 0.308 0.587 0.527
mSloUniQA; (ANG9) | 0.676 0.508 0.579 0.340 0.598 0.540
mSloUniQA, (ANG5) | 0.682 0.504 0.564 0.313 0.593 0.531
mSloUniQA; (ANGY) | 0.683 0.486 0.602 0.323 0.604 0.540
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four times for the models with the most datasets (ANG9). A
slight improvement can be observed for models using nine Eng-
lish datasets (ANGY) relative to those with only five English
datasets (ANG5). The additional datasets contribute the most
to the MCTest multiple-choice results, but the performance on
MultiRC and SQuAD 2.0 also improved. On the other hand, de-
spite the additional datasets, the results for BoolQ and COPA are
worse than for the monolingual model. Using one or two-phase
training does not make a difference on average, but there are
differences in individual datasets.

4.5 Qualitative Analysis

Qualitative analysis of our models showed that the generated an-
swers are mostly substrings or given choices in multiple-choice
questions. Models cannot paraphrase, rephrase or provide an-
swers in the correct Slovene case. They also have problems with
multi-part questions requiring multiple answers that are not
listed in the same place in the context. Machine translations,
which are not always grammatically correct or do not make it
clear what the question is asking for, also make answering the
questions difficult. The models performed best on factoid ques-
tions that require a short answer.

5 CONCLUSION AND FUTURE WORK

The main contributions of this work are the generative unified
QA models based on SloT5 and mT5 encoder-decoder transformer
models, which set new state-of-the-art results for QA in Slovene.
An additional contribution is the machine-translated and cor-
rected MCTest dataset.

We identify three possible directions for further work. First,
better translations or dedicated Slovenian datasets would im-
prove upon currently mainly machine-translated datasets. Sec-
ond, larger T5 models and longer training times have shown
better performance in English. In our work, we used only the
smallest available T5 models due to the limited memory of the
GPU; we also limited training sessions to a maximum of 25 epochs.
Third, by using new datasets, especially additional multiple-
choice datasets, as evidenced by the improvement brought by
the introduction of English multiple-choice datasets. Further, ad-
ditional abstractive datasets could teach the models to rephrase
better or that answers shall not be just substrings of the provided
context.
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ABSTRACT

In this paper, we describe tools developed to investigate the
potential use of social media analysis for resilience assessment.
We focus on tweets as a data source and apply sentiment analysis,
topic detection and filtering approaches. We present computed
aggregates with potential information on resilience, and a web
application that was made for the use of domain experts. Finally,
we discuss preliminary user feedback and lessons learned about
the applicability of our approach.
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1 INTRODUCTION

Resilience is generally understood as the ability to adapt and
recover after a disruptive event. In this work, we focus on re-
silience of communities in the context of disaster management,
and adopt the following UN definition: Resilience is the ability of
a system, community or society exposed to hazards to resist, absorb,
accommodate, adapt to, transform and recover from the effects of
a hazard in a timely and efficient manner, including through the
preservation and restoration of its essential basic structures and
functions through risk management [7]. Resilience research aims
to develop strategies not focused on isolated risks, such as earth-
quakes or fires, but on approaches that subsume and address all
relevant risks, both natural and man-made. The strategies need to
identify and account for different human, social, environmental,
economic and technological factors that influence behavior of a
community when facing a disaster. The goal is that, by adopting
these strategies, communities can perform their intended func-
tions in normal and adverse times. A key element of a resilient
community is active involvement of local citizens and their active
role in a decision making process.

The EU-funded project RESILOC (Resilient Europe and Soci-
eties by Innovating Local Communities, https://www.resilocpro
ject.eu/) aims to develop a holistic framework of studies, methods
and software tools that can be used to assess the resilience of a
community in practice by Local Resilience Teams (LRT).! The
final goal is to use this framework to identify new strategies for
improving the processes of preparedness of local communities
against any kind of hazards.

!An LRT is a team in charge of resilience assessment and risk management of a
given community, typically organized within a civil protection organization.
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The key element of the RESILOC framework is a methodology
for assessing resilience structured along six dimensions: Gover-
nance, Social, Economic, Infrastructure, Disaster Risk Reduction
and Environmental. Each dimension is described in terms of its
attributes or indicators, the values of which are assessed with
proxies, which are empirically measurable quantities. Indicators
and proxies need to have associated scales and aggregation func-
tions that allow their calculation within the RESILOC tool [5]. For
example, the social dimension of the resilience of a community
could be described with indicators such as Community engage-
ment, Social connectedness, Trust in authority and Risk awareness.
The Community engagement indicator could then be assessed
with proxies such as % of population who vote in local elections,
Number of NGOs for pre- and post-disaster response per capita
and % of population undertaking voluntary work. Notably, the
resilience assessment of different communities may include dif-
ferent indicators and proxies. The RESILOC platform seeks to
provide an initial set of indicators and proxies, allow for the addi-
tion of new ones, and enable their aggregation and visualization.

As some of the indicators mentioned above can also be as-
sessed through proxies based on social media analysis, we devel-
oped a tool for investigating this approach. For example, proxies
(or their components) assessing the indicator Trust in authority
could be assessed with techniques such as sentiment analysis. In
particular, we could hypothesize that a more positive sentiment
in social media posts related to public authorities, e.g., disaster
response authorities, is related to higher trust in them (and con-
sequently better adoption of any disaster relief measures they
introduce). This is the primary motivation that led the investiga-
tion presented in this paper. As our social media data source, we
use tweets, posts on the Twitter? microblogging platform. These
are public, abundant and have well supported APIs for collection
and filtering.

The rest of the paper is organized as follows. Section 2 briefly
presents the the related work, Section 3 presents the social media
data used in our analysis and Section 4 presents the results of said
analyses. Section 5 presents our web tool for resilience assess-
ment, which is part of the RESILOC framework. The final section
concludes our presentation, summarizes lessons learned during
our analysis and provides some avenues for further research.

2 RELATED WORK

Our work relates to two main fields of research. The first one
is research on community resilience in the context of disaster
management. Parker et al. Parker [14] addresses the problems of
measuring and assessing resilience and warns that past attempts
to define comprehensive resilience assessment frameworks fre-
quently led to simplifications and focus on a single risk. Particular
assessments of resilience can be found in the literature review
conducted in the scope of the RESILOC project [11].

https://twitter.com/
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The second related field is social media sentiment analysis
and associated techniques. Sentiment analysis [9] is a machine
learning field, that has benefited from the current rapid devel-
opment of natural language processing techniques [6] based on
large corpora and deep learning developed in the recent years.
Sentiment analysis of social media posts has previously been
applied to resilience adjacent domains, such as disaster response
and management [12, 1].

Research in the cross-section of both fields, i.e., resilience
and social media, has mostly focused on investigations on how
social media affects community and self resilience [8], including
recent examples during the COVID-19 pandemic [16]. Using
social media analysis to assess resilience is, to the best of our
knowledge, novel, and we were not able to find any similar tools
to the one presented in this paper.

3 DATA

The data used in our analyses and visualizations are tweets that
specifically mention target communities (using a predefined key-
word), which were collected through the Twitter API for Aca-
demic Research®. This allowed us to collect all tweets of interest,
including those from the past.

Notably, a tweet is not only the posted text, but rather meta-
data-rich data object containing a pleathora of information, such
as its language, geolocation, author code, etc., and relations to
other tweets, e.g., if it is a response to another tweet or a retweet.
For our purposes, however, we only gather the unique tweet
code/id (field id), creation time (field created_at), language (field
lang) and text (field text).

The selected tweets are collected in dataset that we use for our
analysis. The dataset is recreated during each repetition of the
analysis, due to potential tweet removal according to Twitter’s
privacy mechanisms. Hence, the results shown in the online app
are not static but can change with renewed analysis.

In RESILOC, four communities are studied as use-cases: Go-
rizia (Italy), Catania (Italy), West Achaia (Greece) and Tetovo
(Bulgaria). These four communities vary widely in size, which is
reflected in the amount of tweets in which they are mentioned.
As the latter two communities are mentioned only in a couple of
tweets per month, the social media analysis was executed only
for the first two. We considered extending the pool of tweets by
including tweets that are geo-tagged to the selected communities,
but only a small fraction of tweets contain such information.*

The data gathering process consists of collection and filtering.
In particular, we collect all tweets that contain the name of the
community (Gorizia or Catania) in the text of the post during a
given time period. These tweets are then filtered based on the
language (lang=it) to gather local posts and to filter out some of
the noise, e.g., caused by posts mentioning people (particularly
celebrities) with names that match the two communities.

4 METHODS

There are four main data analysis results the online app: (1)
volume and sentiment, (2) frequent tokens, (3) data for specific
topics and (4) sentiment aggregates and trends.

Volume is the amount of tweets in a given time period, yearly or
monthly, while sentiment refers to the yearly or monthly positive,
neutral or negative sentiment detected in the tweets with the

3https://developer.twitter.com/en/products/twitter-api/academic-research
4In particular, out of 364531 tweets that mention Catania in 2020, only 8777 (ap-
proximately 2.4%) were labeled with geo-location meta-data.
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approach described below, in Section 4.1. Frequent tokens are
commonly appearing words, numbers or emojis, that we identify
on a monthly basis according to the procedure in Section 4.2. The
volume and sentiment aggregates are also calculated for specific
subsets of tweets called topics, which can be either automatically
inferred by the mechanism in Section 4.3, or provided by the
users.

4.1 Sentiment Analysis

The goal of the sentiment analysis is to assess the sentiment
of tweets in a given community, its trends, and variations in
sentiment in general and in specific resilience-related topics.

To assess the sentiment of tweets we use two machine-learned
classifiers. The first is a three-class classifier, denoted as LO-
GREQG, that classifies tweets as positive, neutral, or negative, and
employs logistic regression. It is trained on high-dimensional
vector representations of Italian tweets that include weighted
words, pairs of consecutive words, 4-character sequences and
emoji characteristics as representation elements, as presented
in [10]. The second classifier is the two class (positive, negative)
FEEL-IT sentiment classifier [2]° for Italian that uses word or
subword series of character representation in a high dimensional
vector space. It is a fine-tuned BERT-based model [6] for Italian.

4.2 Frequent Tokens

In addition to the information on volume and sentiment, we also
provide the most frequent tokens (words, numbers or emojis) that
appear during any given month. These are provided separately
for subsets of tweets, which are classified as positive, negative
and neutral (when available).

Frequent tokens relate to the concepts mentioned in the tweets
and could, as such, be used do discover aspects of resilience
relevant to the community, thus potentially serving as proxy
candidates. Frequent tokens are computed using the following
procedure: (1) the text of all tweets is whitespace split into tokens
and cast to lower case, (2) unwanted tokens are removed, (3)
tokens are sorted by frequency of occurrence, and (4) the most
frequent tokens are selected for presentation.

Unwanted tokens, mentioned in the second step, are the Italian
stop-words. These are filtered using the nltk library [3], as well
as using a custom unwanted tokens list, such as punctuation
characters and various versions of the names of the communities.
In the final step, we check that the frequent tokens appear in
enough different tweets. Namely, repeated tokens in a single
tweet all count towards token frequency, but count only once
in terms of tweet appearance. We prevent presenting frequent
tokens that do not appear in enough individual tweets, with a
occurrence check using a predefined threshold.

4.3 Topic Modeling

To identify potential resilience-related topics, we wanted to au-
tomatically model topics in the collected tweets. Our motiva-
tion was that, given such topics, resilience experts could analyze
the corresponding tweets and extract information useful for re-
silience assessment and proxy construction.

Topic detection or modeling [13] is a common task in natural
language processing and aims at discovering topics, e.g., politics,
sports, cycling, etc., that appear in a set of text documents, such as
news articles or tweets. The assumption is that if a document dis-
cusses a specific topic, some words will appear more frequently.

5 Available at https://github.com/MilaNLProc/feel-it.
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Topic modeling is an unsupervised classification method, similar
to soft or fuzzy clustering, since a document can belong to more
than one topic or cluster. One popular algorithm for topic model-
ing is Latent Dirichlet Allocation (LDA) [15, 4], which takes the
number of topics as an input parameter.

After standard preprocessing of tweets required for topic mod-
eling (upper to lower case, removal of URLs, tokenization into
words, removal of stopwords and other irrelevant words), we ap-
plied the LDA algorithm with a preset number® of topics ranging
from 3 to 15. We visualized the resulting topics as word clouds and
manually inspected them. We sought to identify topics related to
resilience, such as sets of tweets discussing actions of authorities
in response to natural disasters (floods, fires, etc.) or citizens
perception of authorities’ ability to act in case of such disasters.
Our inspection was inherently subjective and mostly focused
on the top-ranked words, although we also considered standard
measures for topic evaluation (perplexity and coherence).
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Figure 1: An example of a detected topic. It focuses on
COVID-19 measures and conditions for crossing the border
between Italy and Slovenia.

The most interesting topic is presented in Figure 1 and includes
tweets discussing the COVID-19 measures (mascherine is Italian
for masks) and conditions (condizioni) for crossing the border
between Italy and Slovenia, as Gorizia is a border town. Unfortu-
nately, we did not find any topics directly related to resilience,
which could be used by resilience experts to assess resilience.

This analysis seems to infer that automatic topic modeling
from tweets is likely not very useful for assessing resilience, at
least not in the context that we tried to use it, though this might
be due to the nature of topic modeling. Namely, the topics that we
get obtained were general, in that they cover general, rather than
resilience specific, concepts, and unpredictable in a sense that in
some circumstances (and locations) we might obtain resilience
related topics and in others not. Ultimately, the automatically
constructed topics were not very informative, and, as such, we
used topics constructed manually by resilience experts from the
involved communities.

4.4 Aggregates and trends

To support facilitate the use of the results of our analyses in the
RESILOC platform, several aggregates are explicitly calculated.
These aggregates seek to capture the overall sentiment and senti-
ment trends over various time periods and are available to LRTs,

“We selected 15 topics as an amount that can be inspected manually.
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who can use them as inputs for proxy construction. The aggre-
gates are calculated monthly and yearly. The list of aggregates
and their descriptions is as follows.

Positive ratio. Ratio of positive tweets vs the total number of
total tweets in the current time period.

Neutral ratio. Ratio of neutral tweets vs the total number of
total tweets in the current time period.

Negative ratio. Ratio of neutral tweets vs the total number of
total tweets in the current time period.

Relative change of volume. Ratio of the number of tweets in
the current time period and previous time period.

Relative change of positive tweets. Ratio of the number of
positive tweets in the current and previous time period.
Relative change of neutral tweets. Ratio of the number of
neutral tweets in the current and previous time period.
Relative change of negative tweets. Ratio of the number of
negative tweets in the current and previous time period.
Absolute change in volume. Difference of the number of tweets
in the current and previous time period.

Absolute change in positive tweets. Difference of the number
of positive tweets in the current and previous time period.
Absolute change in neutral tweets. Difference of the number
of neutral tweets in the current and previous time period.
Absolute change in negative tweets. Difference of the number
of negative tweets in the current and previous time period.

5 WEB APPLICATION

We make the collected summaries of volume and sentiment anal-
yses, frequent tokens and topic data available through a simple
web interface. To access the tool, which is intended for internal
use, a user provides a security access token, which determines
which community data the user is privileged to view.

Sentiment

Positive 979
Negative 1565

@ Positive
Neutral

38.5% Negative

61.5%

Figure 2: An example of a sentiment distribution as dis-
played in the web application.

All community data is split into sections based on available
classifiers and time intervals. The application provides two op-
tions for the time interval, i.e., monthly and yearly views.

The monthly view is composed of the following sections: a
total tweet count, tweet count by sentiment accompanied with
a corresponding pie chart (as seen in Figure 2), a table of fre-
quent tokens per classified sentiment (as seen in Table 1), a table
with the calculated aggregates and trends and, finally, a topics
section, that shows values for particular topics. In the final sec-
tion, each defined topic has a subsection, where the user can see
which tokens define the topic, its sentiment distribution and a
corresponding pie chart, as shown in Figure 3.
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Table 1: An example set of detected frequent tokens.

(a) Positive (b) Negative

Token Occurence Token  Occurence
edizioni 174  stato 102
europea 141  recarsi 77
oggi 139 solo 57
nova 128 X 47
capitale 119  ospedali 39
» topicl

Defining tokens: "vaccini”, "covid", “covid-19", "virus", "asugi",

"campagna vaccinale", "lockdown", "morti",
Sentiment

Positive 151

Negative 127

@ Positive
® Neutral

Negative

Figure 3: An example of a COVID-19 related topic.
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Figure 4: An example of a yearly view of relative sentiment.

The yearly view is composed of the same sections as the
monthly view, however, it concerns data for the entire year. In ad-
dition to the global pie charts (for sentiment distribution), graphs
for the progression of absolute and relative sentiment are shown
based on month by month data, as shown in Figure 4.

6 CONCLUSION

We propose a novel approach to resilience assessment based
on social media datasets. The analyses and tools described in
the paper were developed and presented to potential users in
preliminary try-out sessions, i.e., as sprints in Agile software
development, as well as discussed with the project consortium’s
domain experts. The approach is currently being evaluated in the
project trials, to quantify its usefulness based on expert feedback.

While automatic topic modeling resulted in some meaningful
topics, these were mostly general and very few of them were
related to resilience. The users expressed preference for more
focused topics, which can now be defined manually, and find the
new results interesting and potentially relevant. Interestingly,
there is a general preference to not directly use the automatically
calculated aggregates of volume and sentiment as inputs to the

Negative
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resilience assessment models, but to be considered and prepared
for use by the users, i.e., employed with human oversight.

Analyses such as the ones presented in this paper are only use-
ful for large enough communities that get mentioned in tweets
frequently. Furthermore, tweets often do not represent the opin-
ion of the population at large. While they are suitable for analysis,
even in real time, their representativity is an issue that needs to
be considered when using such data.
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ABSTRACT

The world’s demography is constantly increasing and most peo-
ple move to big cities. This growth in urbanization affects people’s
daily activities by encountering congestion, air and noise pol-
lution, water and energy usage etc. To deal with such issues,
city authorities are taking various actions in order to provide
the most optimal solution. In that terms testing, evaluating and
implementing different scenarios are of great importance that
cost money and time at the same time. Therefore, in the era of
artificial intelligence, different approaches can be used to auto-
mate this process. In this paper, we propose a system that has
the potential to automatically propose mobility policies based
on previously defined city changes. The decision-makers input
the required city changes, while the system outputs a mobility
policy that satisfies that specification. To implement the idea,
machine-learning algorithms are trained on data produced by a
microscopic traffic simulator. The system is tested on data rep-
resenting the city of Bilbao, where the policies are related to
closing the Moyua square in the city centre at a specific time and
for different duration, while the city changes are related to air
pollution and usage of different means of transport.

KEYWORDS

traffic simulation, artificial intelligence, mobility policy

1 INTRODUCTION

According United Nations report [7] by 2050 two in three people
will live in urban areas. However, as cities continue to grow they
may face many challenges that affect the daily mobility services
and people’s movement in general. Therefore, finding a solution
that satisfies people’s needs is a crucial step toward building a
more sustainable mobility system. Currently, many traditional
approaches exist that rely on experts’ knowledge using results
from microscopic simulations. Those approaches include simula-
tion of different mobility policies which are then analysed by the
decision-makers. The key issue is how to choose the most appro-
priate mobility policy that will satisfy the requirements defined
by the decision-makers that meet the user’s needs. Achieving this
goal is impossible without using the help of modern technologies
such as machine learning.

In this paper, we propose a system that makes usage of ma-
chine learning methods to automate the process of mobility policy
suggestions. As decision-makers are interested in achieving a
particular set of goals (KPIs) such as reducing CO; emissions or
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increasing the usage of public transport, the system outputs the
most appropriate policy that satisfies those requirements.

The rest of the paper is organised as follows. First, an overview
of the proposed system is given. Then Section 3 describes the
process of collecting the data by giving a brief overview of the
simulation tool used, the implemented scenarios and the key
performance indicators (KPIs). In Section 4 the machine learning
approach is discussed followed by a description of the applied
methods and the experimental results. Finally in Section 6 a
conclusion is given.

2 SYSTEM

The key concept of the proposed system is to collect data from
the microscopic traffic simulator. All the components are shown
in Figure 1. The microscopic traffic simulator emulates the be-
haviour of all the people interacting on the mobility infrastruc-
ture. To run the simulator several input files are required such as
network and travel demand. Then the output of the simulator is
used to calculate the KPIs and later both are used to train the ML
model as part of the ML module. The ML module takes as input
a required city change defined by the decision-makers and using
the trained model outputs a mobility policy that satisfies those
requirements.

. Network
« Public transport data
«  Travel demand

Microscopic traffic
simulator

17

KPIs calculation

VL s Proposed_ mobility
policy

Figure 1: System description

Mobility policy

Desired city
changes

3 DATA COLLECTION

Building a ML module/model that predicts the most suitable
mobility policy requires a sufficient amount of data related to a
particular set of policy actions and their consequences. In that
terms, the main source of data for the proposed system comes
from a microscopic traffic simulator as a very common research
method for testing and evaluating different mobility situations. In
the following sections, a brief overview of the simulation tool is
given, and then different scenarios representing specific policies
are discussed. Finally, the KPIs used for this study are presented.
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Figure 2: System for Urban mobility policy design architecture.

3.1 Simulation 3.2 Scenarios

In this study, MATSim was used as the most suitable microscopic
simulation tool [3]. The main concept behind this tool is shown in
Figure 3. It consists of an iterative process where plans from the
travel demand are executed simultaneously in the mobsim and
scored in the scoring module. The score is a metric to evaluate
whether a plan is good or bad. It takes into account travelling
and waiting time, activity duration etc. More about scoring can
be read here [5]. Then a certain number of plans are chosen and
modified in the replanning step. After a sufficient number of
iterations (in our case 200) an equilibrium is reached where no
more plans are evolving, producing higher scores.

Scenarios

25

20

T02

10

travel demand [mobsim} - scoring ——>{ analysis |

10
' 12
tim e o

Figure 3: MATSim cycle

f 14
CIOSure 1 e

Figure 4: Scenarios CO;

A crucial step before running the simulator is to provide data
representative of the study area of our interest. The input data is
related to the city network map, public transit schedules, travel Scenarios
demand etc. The most challenging part is to construct the travel
demand as demographic and other people’s movement data is
hard to find. Therefore different techniques exist to solve the
issue. One approach is to replicate a real population (construct
synthetic population) using sample data and marginal distribu-
tion, and then assign activity location using origin-destination
(OD) matrices. The iterative proportional fitting (IPF) [1] algo-
rithm is used to construct the synthetic population using sample
data from EUSILC [2] and demographic data provided by the city.
The IPF algorithm is one of the most widely used algorithms for
synthetic population reconstruction that combines both datasets
(sample data and marginal distributions) to produce weights that
show the number of replication of a specific person from the
sample data to a specific geographical zone while maintaining
the marginal distributions.

The simulation outputs a large amount of data that describes IOSUre 5 10
people’s movements in form of events. Each event has a type

no«

such as “vehicle enters traffic", “vehicle enters/leave link", “per-

public tr;nspmort °

o
>

son starts activity" etc., time and person’s id that performs it. Figure 5: Scenarios Public Transport

Other output files also exist as histograms of travel/wait times,

usage of different transport modes etc. All this data is used in the We have tested 40 different situations of one policy represented
calculation of KPIs for the ML module. by the closure of the Moyua square from 8 am to 5 pm with a
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different duration from one to four hours. Results of the applied
policy are shown in Figure 4 and Figure 5.

On both plots, the x-axis represents the start time of closure,
while the y-axis represents the duration of closing the square
for transport in hours. On the first bar plot, the z-axis shows
the changes in percents of CO; warm emissions and the z-axis
on the second bar plot shows the changes in percents in public
transport usage compared to a situation when no changes in the
city are applied. In terms of reducing the CO; emissions, the best
scenario is if we close the square at 9 am for 1 hour. In that case
the CO; has lowered for 0.9%. On the other hand, if the square is
closed from 5 pm to 6 pm for traffic, the city gets congested in
the surrounding areas and the CO2 warm exhausts are increased
by 26% even though the public transport usage has increased and
car usage has decreased as shown on the second bar plot.

3.3 KUPIs Calculation

The key performance indicators (KPIs) represent the objectives
defined by the decision makers that need to be achieved. In col-
laboration with the city, a set of KPIs was defined as follows:

e Air pollution: COz, NOx, PM cold/warm emissions.

e Usage of different modes: car, bicycle, public transport,
walk.

¢ Bike safety, bikeability

The first set of KPIs related to air pollution is modelled using
MATSIm additional emission package [6]. The emissions are
calculated using HBEFA (Handbook on Emission Factors for
Road Transport) database [4] in combination with the simulation
output. As air pollution is caused by different contributions of
road traffic the emissions module considers both warm and cold
emissions. Warm emissions are emitted while driving and depend
on driving speed, stop duration, and vehicle characteristics while
cold emissions are emitted during the warm-up phase and are
dependent on the engine’s temperature.

The second set of KPIs related to the usage of different modes
of transport is produced during the simulation, while bike safety
and bikeability are calculated from the simulation results.

4 MACHINE-LEARNING FOR POLICY
PROPOSAL

The developed system proposes a ML module that helps decision-
makers in suggesting mobility policies that satisfy a set of pre-
defined KPIs. As mentioned before, the main source to train the
ML models comes from the microscopic traffic simulator. The
data used to train the models is shown in Table 1. The KPIs rep-
resent the features, while the policies, i.e., scenarios are treated
as target variables where the start time and duration of closure
are discretized into 30 and 15 minutes intervals respectively. By
doing so, the most suitable scenario will be predicted according
to the pre-selected KPIs values.

Table 1: Features and target variables

Features Target variables
CO; warm  COs cold | start time of closure
NOx warm  NOx cold | duration of closure
PM warm PM
car trips bike trips
PT trips walk
bikeability  bike safety
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4.1 Methods and Results

Since the target variables are continuous and there are multi-
ple of them, we deal with a multi-output regression problem.
This involves predicting more numerical values at the same time
which limits the usage of many algorithms that are designed in
predicting only a single numerical value. However, to solve the
problem several solutions exist:

e Multi-output regression algorithms

e Wrapper multi-output regression algorithms
— Direct multi-output regression
— Chained multi-output regression

One approach is to use regression algorithms that support
multiple outputs directly such as linear regression, k-nearest
neighbours, decision tree, random forest etc. The other approach
is to divide the multi-output regression problem into multiple sub-
problems (wrapper multi-output regression) and then deal with
single regression problems. On one hand, there is direct multi-
output regression where independent models are developed for
the prediction of each numerical value. On the other hand, the
chained multi-output regression consists of dependent models
when predicting each numerical value.

To evaluate the models a cross-validation technique was used.
The mean absolute error (MAE) performance metric is used as a
score. The mean and standard deviation of the MAE are calculated
across all the folds and all repeats. Table 2 shows the results of
inherently multi-output regression algorithms. K-Nearest Neigh-
bours proved the best results with a mean value of MAE of 3.743
and a standard deviation (SD) of 0.852, which means that the
difference between the predicted and true value is approximately
4-time intervals or 2 hours for start hour and 1 hour for the
duration.

The plot on Figure 6 depicts the difference between true (blue
dots) and predicted (red dots) values for 30% of the data. The
x-axis represents the start hour, while the y-axis represents the
duration of the closure. The smallest error (best-predicted in-
stance) between a true and predicted value is marked with black
and yellow dot respectively. Table 3 and Table 4 show results for
direct and chained multi-output regression respectively where
random forest and k-nearest neighbours proved the best results
in both cases.

By applying different ML models, we examined which algo-
rithm can prove the best results in predicting a mobility policy
that satisfies a set of predefined city changes. On the other hand,
when discussing the simulation results in Section 3.2 we con-
cluded that closing the Moyua square in the afternoon (from
4 pm to 7 pm) decreases the CO; for 1%. Also if the square is
closed at 11 am, the car usage decreases by 0.12% reducing the
CO7 emissions by 0.3%. Both situations can be implemented to
achieve a more sustainable city but which one is better depends
on the goals that the city wants to accomplish. If the aim is to
decrease the CO; in the afternoon peak hours, the first situa-
tion is better. The latter situation provides better results if the
city is interested in reducing car usage and increasing the usage
of public transport. Therefore, selecting the best option when
having multiple criteria that need to be satisfied is hard when
only human knowledge is included. Additionally, the number of
scenarios included in this work is limited as not every possible
situation can be tested due to computational and time costs.
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Table 2: Inherently Multi-Output Regression Algorithms

Model MAE (mean) | MAE (SD)
Linear Regression 4.472 2.565
K-Nearest Neighbours 3.743 0.852
Decision Tree Regression 4.367 1.083
True vs Predicted
161 o true » ° [ [ [ ]
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— 1
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4@ 12 [ ] B [ ]
g * .
T []
c []
2 8 ] . ] ] [
Ju
=]
B &
4 a a L]

0 2 24 % Fii] 0 R 34
Start hour (discretized)

Figure 6: True vs Predicted Data

Table 3: Direct Multi-Output Regression

Model MAE (mean) | MAE (SD)
Linear Support Vector Regression 5.684 4.709
Random Forest Regression 3.590 0.967
Linear Regression 4.472 2.565
K-Nearest Neighbors Regression 3.743 0.852
Decision Tree Regression 4.333 1.274

Table 4: Chained Multi-Output Regression

Model MAE (mean) | MAE (SD)
Linear Support Vector Regression 5.718 4.364
Random Forest Regression 3.607 0.931
Linear Regression 4.472 2.565
K-Nearest Neighbors Regression 3.690 0.829
Decision Tree Regression 4.325 1.118

5 CONCLUSION

In this paper, we presented an approach for proposing mobility
policies in an automatic way. First, an overview of the system
was given. Then the simulation tool was described. 40 variations
of one policy for closing the Moyua square in the centre of Bilbao
for transport were simulated and evaluated. The variations refer
to the start hour and duration of the closure. On the simulation
data, the desired KPIs were calculated which together with other

simulation output data were used as input to the ML models.

Since the ML models output multiple variables (start hour and
duration of closure) the problem becomes multi-output regression
and limits the usage of many ML algorithms that are developed
to deal with a single target. Therefore, two approaches were
presented: multi-output and wrapper multi-output regression
algorithms. Applying both sets of algorithms, the best results
proved random forest regression using the chained method from
the second approach.
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6 FUTURE WORK

In order to provide the decision-makers with more options when
implementing different strategies, in future work different areas
around Moyua square will be closed. Closing multiple streets
around the square might help in reducing the air pollution in
the centre and in the city in general. Also, it can contribute to
reducing congestion and other relevant KPIs during peak hours.
Therefore, additional target variables such as the city areas to be
closed and the length of the streets inside will be added. Since
more simulation needs to be executed, three servers will be used
to reduce the computational time. By doing this, the dataset will
be expanded and more options will be available to the decision-
makers in implementing the best scenario that meets the people’s
needs. Moreover, a mobility expert validation will be included in
testing the ML module which will contribute to a more detailed
analysis of the ML results.
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Figure 1: Pipeline of our proposed system. MLO mammograms are taken as input, fed into a chosen CNN architecture,
which then outputs a quality grade in an ordinal regression task.

ABSTRACT

Quality assurance (QA) of mammograms is of vital importance,
since they are the de-facto method used by doctors for detec-
tion of breast cancer and other tissue abnormalities. Despite this,
there is a distinct lack of both experts and tools for this task. We
thus investigated a deep-learning-based approach using convolu-
tional neural networks for prediction of the inframammary fold
(IMF) quality grade, which cannot be measured and determined
quantitatively with rules (e.g., if some point x cm from edge,
then grade y). We showed in a 5-fold cross-validation experiment
that a relatively simple model can achieve respectable perfor-
mance in terms of root mean squared error (RMSE), area under
the ROC curve (AUC) and accuracy, predicting the IMF grade
with 3 possible values. Finally we also showed that the model in
fact derives features from the relevant ROI also looked at by the
experts, hinting at real-world usefulness of such a QA model.

KEYWORDS

mammography, quality assurance, ordinal regression, neural net-
works, deep learning
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1 INTRODUCTION

Mammography is the process of using low-energy X-rays to ex-
amine human breast tissue for diagnosis and screening, with
the typical goal being early detection of breast cancer through
detection of anomalies in the tissue [3]. The procedure consists
of compression of breast tissue using a dedicated mammography
device with the aim of reducing and evening out the tissue thick-
ness that X-rays must penetrate, in turn reducing the required
radiation dose. There are two common views in which a mam-
mogram is recorded, namely craniocaudal (CC) and mediolateral
oblique (MLO). The former captures the breast tissue in a top-
down direction along the pectoral muscle plane, while the latter
captures it at an angle sideways.

The importance of regular mammographic screening can not
be overstated, as it the de-facto method used by doctors for early
breast cancer or other tissue-anomaly detection (e.g., tumors).
However, the procedure itself is rather involved and can be te-
dious for the patient. Subsequently, it is of utmost importance to
ensure high quality of taken images, as it is highly undesirable for
a patient to have to revisit and repeat the procedure. To this end
there are a number of guidelines available that are being followed
by the radiologists with the aim of minimizing the amount of
low-quality images taken. Some quality metrics can be quantified
and measured precisely, while others are more subtle and often
left to the expertise of the professionals. One such elusive metric
is the Inframammary Fold (IMF). IMF is the inferior border of the
breast and the crease between the breast and abdominal tissue.
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It serves as an important anatomical landmark on an MLO mam-
mogram to provide assurance to the radiographer that all of the
posterior breast tissue has been included.

In Slovenia, only a single radiographer is responsible for weekly
grading of randomly sampled mammographic segments from that
week, as a part of the DORA oncology program. This is inefficient
and the grade itself can be subjective, especially the metrics that
are not clearly defined, such as IMF. There is thus a need for auto-
mated tools that would help radiologists with quality assurance
(QA), optimizing the process while also potentially serving as a
training tool for improvements in quality of mammograms being
collected.

In this paper we highlight the importance and lack of QA
methods for mammograms, and develop two deep convolutional-
neural-network (CNN) computer vision models, aiming to recog-
nize and successfully predict the IMF quality metric. The latter is
known to be especially tricky and subjective. We evaluate and
compare the performance of our proposed models on a custom
dataset collected in Slovenia.

The rest of this paper is organized as follows: we first high-
light related work about QA in mammography, together with
existing computer vision methods that are important for QA in
Section 2; in Section 3 we describe our dataset; Section 4 details
our methodology and experimental results; and in Section 5 we
summarize and discuss the implications with future directions
for our work.

2 RELATED WORK

To ensure the key goals of mammography are achieved, qual-
ity assurance must be adopted in order for the mammograms
to be suitable for diagnosis. In the past decades, several stan-
dards have been developed nationally and internationally to this
end. A review study by Reis et al. [3] presents an overview of
these, showing importance of both technical and clinical aspects,
especially with the development of digital mammography.

In terms of QA, there are specific keypoints or region segmen-
tations that are often required for individual grades. One such
is the segmentation of pectoral muscle in the MLO view, which
was traditionally segmented using pixel thresholding and region
growing algorithms. Recently however, with the rise of deep
learning, this task was successfully resolved. Soleimani et al. [6]
proposed a two-stage algorithm that predicts precise pectoral
muscle boundary using a CNN. Evaluating on three datasets they
achieved average values of dice similarity and accuracy of 97%
and 99% respectively.

Other researchers focused on the final task directly - predic-
tion of anomalies related to cancer. For instance Abel et al. [1]
proposed a CNN architecture for detection of abnormal axillary
lymph nodes, which is a specific abnormality in the tissue. They
reported accuracies of 96% for detection of suspicious lymph
nodes. Shen et al. [5] have importantly shown that such end-to-
end networks are not only performing well, but can be trans-
ferred between different datasets, for instance CBIS-DDSM and
INBreast, hinting at good generalization capabilities.

Despite all existing work, we noticed a distinct lack of research
dealing with machine learning QA prediction, meaning models
that output grades of mammograms rather than try to predict
some other subsequent outcome. The quality itself is however
vital both for physicians or other models taking mammograms as
inputs, as good quality mammograms are useful for detections,
while poor quality is not only difficult for diagnosis, but requires a
repeat measurement which is “expensive” for everyone involved.
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3 DATA DESCRIPTION AND
PREPROCESSING

The dataset used in our work was collected in the previously
mentioned DORA program between 2011 and 2013 and graded by
the single expert using a modified PGMI (Perfect, Good, Moderate,
Inadequate) grading system, where there were just three grades
(Good, Moderate, Inadequate/Poor). All the mammograms were
anonymized and held by the Faculty of Health Sciences. In total
there were 4928 mammograms, 2424 in the CC view and 2424 in
the MLO view, each view in turn having a left (L) and right (R)
image, each with a corresponding ground truth label. Example
images can be seen as input in Figure 1.

Initially these images were saved in the widely-used Digi-
tal Imaging and Communications in Medicine (DICOM) format,
which contains the image itself with a lot of corresponding meta-
data. These initial images are grayscale and come in varying
resolutions, which is problematic for CNN inputs, which are ex-
pected to be of a constant shape. Subsequently we first extracted
the images and standardized the resolution to 256 x 256 pixels, re-
saving them in lossless . png format. Some information loss can
not be avoided however, since we are substantially decreasing
resolution in this step.

Each image is by default also equipped with letters in the top-
right or top-left corner of the image itself, denoting the view and
side (e.g., CC-L or MLO-R). Since our computer vision models
might use this information to learn some data-specific pattern
between the view and quality, we semi-manually removed these
letters by zeroing pixels in an empirically determined region,
leaving only the breast tissue in each image.

Finally, some of the images have important keypoints or ar-
eas that are very difficult to see, especially with the naked eye.
We thus investigated Adaptive Histogram Equalization methods,
more specifically Contrast-Limited AHE (CLAHE), which was
reported in related work to help substantially with visibility of
important regions in mammograms [2]. The effects can be seen
in Figure 2.

MLO view

CC view

Figure 2: Effects of CLAHE image preprocessing on mam-
mograms in both views. Top row are originals, bottom rows
are preprocessed.
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For our class label we used the one given by the expert for
the IMF. It is a numeric value from 1 to 3, where 1 = good, 2
= moderate and 3 = poor. It is problematic since it is known
to be subjective, but still the best we could obtain. It is also
quite difficult to visualize clearly for a non-expert, but we show
the relevant region of interest (ROI) looked at by the experts
in Figure 1. Ideally the ground truth grade would be a voted
value obtained by several experts, but that was not feasible. Since
IMF is only evaluated on the MLO view, we used just those
mammograms in further analysis.

4 METHODOLOGY AND RESULTS

The learning problem itself seems like a typical classification,
however, after giving it some thought, we realized it is better to
set it up as an ordinal regression problem, as we are predicting
a range of grades. We thus mapped our class label values from
discrete 1, 2 and 3 to the [0.0, 1.0] interval, where grade 1 = 0.0,
grade 2 = 0.5 and grade 3 = 1.0. We thus obtain a numeric value
from the network which gives us not only the class information
but also the distance between prediction and ground truth (e.g.,
prediction of 0.96 is much better compared to prediction of 0.76,
given ground truth 1.0).

Once our data was finalized in terms of inputs and outputs,
we focused our attention towards a model. Related work dealing
with visual tasks in general, as well as with mammograms specif-
ically, shows convincing dominance of CNNs in the past decade.
Subsequently we decided to investigate such architectures.

Our aim was to start with a simple architecture consisting of
three 2D Conv layers with 16, 16 and 8 kernels (each of size 9 x 9),
intermediate max pooling layers with kernel size 2 and stride 2,
and one fully connected layer with 1000 neurons on top. We used
batch normalization and dropout as commonly-used mechanisms
to prevent overfitting. ReLU was used as the activation function
and the network was trained for 100 epochs.

We then wanted to compare such a simple architecture with a
more complex CNN. We decided to attempt a transfer learning
approach, where we based it on the known VGG19 model trained
on ImageNet. We replaced the final layer with two fully connected
layers to instead predict our IMF grade, while keeping the bulk
of the model intact with existing weights. Hyperparameters were
mostly left at default values, except for learning rate which had
a linear decay implemented in our simple architecture.

Initially the full data was split into training (80%), validation
(10%) and test sets (10%), as traditional. However, using a random
train-validation-test split can be volatile and is undesirable in
terms of making any conclusions about robustness of the model.
We thus instead used the 5-fold cross validation (CV) evaluation
setup, where k-1 groups are taken for training and the remaining
group is left for testing in each of the 5 iterations. Additionaly it
was ensured that the distribution of labels is kept in each group,
meaning we did a stratified split. This was important in our
experiment since the class label distribution is relatively skewed
(good / 1/ 0.0 = 65%, moderate / 2 / 0.5 = 30%, poor / 3/ 1.0 = 5%)
and we are especially interested in the bad examples, which are
in vast minority.

For evaluation metrics we used root mean squared error (RMSE)
and area under the curve (AUC of ROC curve), while also looking
at the classificaion accuracy (transforming from ordinal regres-
sion back to classification) as it is the most intuitive metric. In
terms of AUC, we always compared all possible pairs of grades,
meaning 1v2, 1v3 and 2v3. The most important is to have good
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Table 1: Numeric results from the 5-fold CV using our
simple model and transfer learning with VGG19.

Simple model

FoldNr. RMSE AUC1v3 AUC 1v2 AUC 2v3 Accuracy
1 0.26 0.90 0.79 0.78 0.93
2 0.25 0.98 0.80 0.92 0.95
3 0.24 0.98 0.79 0.95 0.91
4 0.23 0.97 0.78 0.89 0.96
5 0.24 0.94 0.78 0.84 0.95
Avg. 0.24 0.95 0.79 0.88 0.94
Transfer VGG19 model
1 0.29 0.78 0.73 0.60 0.79
2 0.27 0.89 0.73 0.77 0.75
3 0.28 0.85 0.70 0.71 0.66
4 0.28 0.94 0.65 0.92 0.70
5 0.30 0.85 0.69 0.73 0.77
Avg. 0.28 0.86 0.70 0.75 0.73

separation between poor images and everything else, since those
are the most problematic, while moderate images could be close
to either good or poor. Numeric results are given in Table 1
and the ROC curves for all three cases (of the better performing
model) are given in Figures 3, 4 and 5.

MLO IMF: 1 vs 2

—— model auc: 0.7925989672977625
avg
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Figure 3: ROC curve of the better performing (simple)
model for 1v2 class combination.

5 DISCUSSION AND CONCLUSION

Looking at the results, we can initially observe the overall better
performance of our simple model compared to the pre-trained
VGG19 transferred to our domain. All the metrics are more stable
across fold while also achieving better overall values. Since we
were especially interested in the separation of the good and poor
mammograms (grade 1 vs. grade 3), we can also see that this
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Figure 4: ROC curve of the better performing (simple)
model for 1v3 class combination.
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Figure 5: ROC curve of the better performing (simple)
model for 2v3 class combination.

separation is indeed consistently successful and seems relatively
robust. As expected the separation of moderate (grade 2) mam-
mograms from others is more challenging, but still can be done
reasonably well.

Deep learning models are often criticized for being black-
box and not offering explainability for their decisions. We also
wanted to do a quick investigation of this by using the Grad-
CAM approach [4], which is a popular technique for producing
“visual explanations” for decisions from a large class of CNN-
based models in the form of a heatmap showing where the model
focused the most on an image. An example is shown in Figure 6,
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where we can see the model commonly focused on the relevant
IMF ROI that is also focused by the experts. However, this focus
was not exclusive, meaning it did not focus just that region and
also it wasn’t the same on all images, but still rather consistent,
which is a good indicator that the model actually learned the
relevant features for IMF QA.

Figure 6: Grad-CAM heatmap showing the areas on the
mammogram that were focused by the model to derive
features.

To summarize, we investigated the possibility of CNN-based
IMF QA for mammograms, looking at a simple CNN model and
a transferred slightly-modified VGG19 model. The simple CNN
architecture achieved respectable results in terms of several met-
rics and importantly also focused on the correct part of the image
without any guidance, hinting that it learned the relevant fea-
tures also looked at by the experts. Extensions to prediction of
other QA grades might allow for a system that could help with
continuous QA, as well as expert training.
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ABSTRACT

In this study, we compare a signal decomposition and a con-
volutional autoencoder approach in determining vehicle axle
distances. Our dataset consists of 62076 instances of vehicles
crossing a bridge. Each vehicle is detected by eight identical sen-
sors placed under the bridge that record time series vibration
data. We compare our results to those computed using an ex-
pert’s model, which we consider to be the ground truth. The
signal decomposition approach achieves accuracies of up to 0.89,
0.98, and 1, with the calculated distances matching the expert
model within 2%, 5%, and 10%, respectively. The convolutional
autoencoder, on the other hand, achieves accuracies of up to 0.97,
0.99, and 1 with the same error margins compared to the expert
model.

KEYWORDS

vehicle detection, axle distance, neural network, peak detection,
machine learning

1 INTRODUCTION

In order to accurately weigh the vehicles crossing the bridge
and determine if they weigh too much and damage the road, the
vehicle speed, the number of vehicle axles, and their in-between
distances must first be determined.

In recent years, many types of sensors have been used for
vehicle detection. These include acoustic sensors, inductive loop
sensors, strain sensors, magnetic sensors, and imaging sensors.
Researchers around the world have developed various methods
for using sensor data for vehicle axle detection, weight detection,
and classification.
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The authors of Marszalek et al. [5] measured vehicle axle dis-
tances based on multifrequency impedance measurement of a
slim inductive loop sensor. Using test vehicles, they were able
to confirm that their method can successfully determine the dis-
tances. In the work by Chatterjee et al. [1] they used data from
sensors on the bridge and a wavelet-based analysis to determine
the axle distances. In the work of Khalili et al. [3], piezoelectric
elements were used for a system to detect the weight of vehicles
in motion. They used the weight-in-motion system to determine
both the axle distances and vehicle weights with sufficient ac-
curacy. Rujin et al. [4] developed a deep learning system for
vehicle recognition based on strain sensor data. They were able
to classify 11 different vehicle types with a very high average
precision.

In this work, we use data collected from a single bridge to
test two machine learning approaches for vehicle axle distance
detection. The first approach is based on signal decomposition
and the second approach is based on the convolutiona neural
network autoencoder.

We begin in section 2 with a description of the dataset used
in this study. In section 3, we explain our approaches and illus-
trate them with examples. Results are presented and discussed
in section 4. The paper concludes with section 5.

2 DATASET

Our dataset consists of sensor data from vehicles crossing the
bridge. The sensors are placed under the bridge in the configura-
tion shown in the Figure 1. The sensors are identical and record
the vibrations of the crossing vehicles at a sampling rate of 512Hz.
In this study, only data from vehicles travelling in lane 1 were
used (orange sensors 1-8 in Figure 1). The vibration data from
the sensors in the first and last columns (1 and 2) are also used
to calculate the vehicle speed. The vehicle speed is calculated by
superimposing the signals using a cross-correlation method. Our
dataset consists of 62076 instances, where each instance contains
data for one vehicle. In addition, each instance also contains the
axle distances calculated by the expert model and the times at
which each vehicle axle crossed the signal.
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Figure 1: Placement of the sensors on the bridge.

An example of sensor data for a vehicle with 5 axles is shown
in Figure 2. The signal peaks correspond to the vehicle axles cross-
ing the sensor, while the amplitude corresponds to the weight
of the vehicle on that axle. Although the peaks in the signal
correspond to the vehicle axles, the intervening spacing of the
peaks generally does not represent the actual axle spacing. Due
to interference between the signals from the individual axles,
the peaks shift relative to the position of the peaks if the signals
from the individual axles were isolated. A small effect of this
can be seen in the peak triplet in the right part of the signal in
Figure 2. In some cases, where two of the adjacent vehicle axes
are very close to each other, the peaks may overlap and become
indistinguishable from each other, resulting in a single peak.
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Figure 2: Example sensor data for a vehicle with 5 axles.
The green markings correspond to the crossing points of
the vehicle axles as calculated by the expert model.

3 METHODOLOGY

The objective of this study is to evaluate the performance of
signal decomposition and convolutional autoencoder approaches
in computing vehicle axle distances from sensor data. In our two
approaches, the signal timing of the axles is first determined
and then their intermediate distances are computed based on the
vehicle speed.
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We compare our results with those of the expert model, which
has a measured accuracy of 98% in practise. Our results are con-
sidered correct if all calculated axle distances match those of the
expert model within the specified margin of error. In addition,
we have the option to skip the predictions of the results whose
confidence level is below a certain threshold.

3.1 Signal Decomposition

The first step of a signal decomposition approach was to de-
termine the most appropriate signal for each instance. For this
purpose, peak detection was performed for all eight signals, cal-
culating the first and second derivatives. A 62076 X 8 matrix was
then created, with the eight columns indicating the number of
detected peaks from each of the signals. A gradient boosting
regression model was then trained on this matrix, the output of
which was an array with the correct number of peaks. In addition,
eight gradient boosting classifiers were trained, one for each of
the signals. The output of each classifier was an array giving the
probabilities that the number of detected peaks was correct for
that signal.

For each test instance, the regression model first predicted the
axis number, rounding the result to the nearest integer. All eight
signals were then run, starting with the signal from sensor one.
For each signal, a check was made to see if the number of peaks
determined matched the number predicted by the regression
model. If it did, we checked whether the probability that the
number of detected peaks, as predicted by the classifier for that
signal, was above a confidence threshold. Iteration was stopped
if both criteria were met, and the signal was selected as the most
appropriate for that instance. This means that in most cases not
all signals were checked. Although in principle there could be a
signal that would be even more suitable, we found experimentally
that in more than 90% of cases signal 1 was the best, followed
by signals 2, 5, and 6, in that order. If none of the eight signals
met the criteria, the instance was skipped. In our experiments,
we used confidence values between 0 and 0.997.

After the best signal for each instance was determined, the
signals were decomposed into what are called base waves. A
base wave is a function designed to have the form of an isolated
wave, and can be constructed with three parameters: x-location,
scaling in the x-direction, and scaling in the y-direction. The
signal decomposition can be defined as an optimization problem
where we want to find the best parameters for the base waves.
The objective function we want to minimize is the mean square
error between the original signal and the sum of the base waves.
Once the signal was optimally decomposed, the peaks of the base
waves were used to calculate the axle distances. The base wave
peaks now correspond to the actual axle times and represent
isolated waves, thus their peaks are not shifted by interference.
This can also be seen in Figure 3: the green and black vertical
lines do not exactly coincide, which is most obvious in the triplet
on the right.

Peak detection and models’ training was performed using
Python 3.7 and libraries Scikit 0.24.2 [7] and Numpy 1.18.5 [2].

3.2 Convolutional Autoencoder

The second approach is a convolutional neural network as an
autoencoder. The schematic of the model is shown in Figure 5.
The first layer is the input layer. It consists of 4000 nodes, since
this was the number of samples of the longest signal, and takes
the raw signal as input. The signals with length less than 4000
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Figure 3: Example of signal decomposition. The black ver-
tical lines represent the peaks as detected during peak
detection, while the green lines represent the peaks after
decomposition.

were padded with zeros. For all instances, signal 1 was chosen as
the input signal, since it worked best in most cases. The encoding
part of the autoencoder consists of three convolutional layers
with sizes 5, 2 and 3 and the number of filters 8, 16 and 32. Each
convolutional layer is followed by a batch normalization and a
max-pooling of size 2. The decoder has the opposite structure
compared to the encoder and the max-pooling layers are replaced
by up-sampling layers. The output layer has the same size as the
input layer. The loss function used for model training was a
binary cross entropy.

The output for each training instance was a binary array,
with ones at the sample locations containing a peak and zeros
everywhere else. Thus, for the unseen (test) instances, the model
outputs the probabilities for each of the input signal samples to
include a peak. An example output for a test instance is shown
in Figure 4. It can be seen that the probabilities for the peaks are
almost always less than one, but the number of probabilities that
are not zero (or not very close to zero) is equal to the number of
actual peaks. It can also be seen that the model has learned to
shift the peaks where necessary (triplet on the right).
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Figure 4: Example output of convolutional autoencoder.

After decoding, we selected lower and upper probability thresh-
olds, T1and T2 (red and blue dashed lines in Figure 4). If all peaks
had a probability of at least T1 and the highest probability was
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at least T2, the axle distances were calculated, otherwise the in-
stance was skipped. In our experiments, T1 was fixed at 0.01,
while we tried values between 0 and 0.7 for T2.

Convolutional autoencoding was performed using Python 3.7
and library Tensorflow 2.9.1 [6].

4 RESULTS

Both approaches were tested with 5-fold cross-validation, and the
folds were the same in both experiments. The results are shown
in tables 1 and 2. They are given for a percentage of skipped
instances between 0 and 50 %. The "+x" values in the brackets of
the accuracy columns represent percentages within which the
calculated axle distances must match those given by the expert
models for the prediction to be considered correct. In the Tablel,
the confidence column corresponds to the confidence threshold
of the prediction model for the number of peaks, while the T2
column in Table 2 corresponds to the minimum peak probability
of the peak with the highest probability. If these criteria are
not met, an instance is skipped. The corresponding amounts of
skipped instances are given in the skipped columns.

We see that the signal decomposition approach achieves ac-
curacies up to 0.89, 0.98, and 1, with the calculated distances
matching the expert model within 2%, 5%, and 10%, respectively.
The convolutional autoencoder, on the other hand, achieves ac-
curacies of up to 0.97, 0.99, and 1 compared to the expert model,
with the same error margins.

It can also be seen that for both approaches, the accuracies
start to converge when about 15% of the instances are skipped,
and do not improve significantly even when the percentage of
skipping is 50. The convolutional autoencoder generally has
higher accuracy than the signal decomposition approach, except
in cases where the margin of error is 10 %, in which case the
performances of both approaches are similar.

5 CONCLUSION

In this work, we tested a signal decomposition and convolutional
autoencoder approach for vehicle axle distances detection using
data from eight sensors mounted under the bride. We used a
dataset of 62076 vehicles travelling in the same lane. We compared
our results to those computed by an expert’s model, which we
considered to be the ground truth. Using the signal decomposition
approach, we achieved accuracies of up to 0.89, 0.98, and 1 for
the cases where each vehicle axle distance matched the expert
model within 2%, 5%, and 10%, respectively. For the convolutional
autoencoder, the accuracies obtained were 0.97, 0.99, and 1 for the
same error margins compared to the expert model. The models
will be improved in future work to include detection of vehicle
axle weights.
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POVZETEK

Razporejanje terenskega dela je zahteven optimizacijski problem.
Za njegovo reSevanje smo razvili trinivojski algoritem. Na prvem
nivoju evolucijski algoritem razporedi naloge po delavcih, na
drugem nivoju hevristika za vsakega delavca razporedi naloge po
dnevih, na tretjem nivoju pa algoritem razveji in omeji resuje pro-
blem meSanega celostevilskega linearnega programiranja (angl.
Mixed-Integer Linear Programming, MILP), kjer nalogam za vsa-
kega delavca in vsak dan posebej dodeli ¢as njihovega zacetka.
V tem prispevku se posve¢amo Studiji u¢inkovitosti algoritma
na tretjem nivoju. IzkaZe se, da ta nalog ne more razporediti
dovolj hitro za prakti¢no uporabo, zato za povecanje njegove
ucinkovitosti MILP poenostavimo. Rezultati poskusov kazejo, da
poenostavitev izboljsa uéinkovitost algoritma na tretjem nivoju,
medtem ko je u¢inek na celoten algoritem naceloma ugoden, a
odvisen od problema.

KLJUCNE BESEDE

problem razporejanja, evolucijski algoritem, hevristika, algoritem
razveji in omeji, mesano celostevilsko linearno programiranje,
ucinkovitost

ABSTRACT

Fieldwork scheduling is a demanding optimization problem. To
solve it, we developed a three-level algorithm. At the first level, an
evolutionary algorithm distributes tasks to workers, at the second
level, a heuristic algorithm distributes tasks of each worker over
days, and at the third level, a branch-and-bound algorithm solves
the problem in the form of mixed-integer linear programming
(MILP), where the starting times of tasks need to be scheduled for
each worker and each day separately. In this paper, we study the
efficiency of the algorithm at the third level. Because it cannot
schedule the tasks fast enough for practical use, we try to increase
its efficiency by simplifying the MILP. Experimental results show
that the simplification improves the performance of the algorithm
at the third level, while the effect on the overall algorithm is in
principle favorable, but depends on the problem.
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1 UVOD

Razporejanje terenskega dela je optimizacijski problem, ki zah-
teva dodelitev delavca in ¢asa zacetka opravljanja vsaki terenski
nalogi tako, da je zado$feno vsem omejitvam razporejanja in
je cena celotnega urnika ¢im nizja. Obstajajo Stevilne razlicice
tega problema, ki se razlikujejo tako po omejitvah kot po na-
¢inu izracuna cene razporeda. Posledi¢no obstajajo tudi razli¢ni
pristopi za njegovo resevanje [6]. Studija [3] primerja dve formu-
laciji problema, in sicer v obliki problema usmerjanja vozil (angl.
Vehicle Routing Problem, VRP) in v obliki problema mesanega
celostevilskega linearnega programiranja (angl. Mixed-Integer
Linear Programming, MILP). Rezultati poskusov $tudije nakazu-
jejo, da je oblika MILP za zapis razporejanja nalog terenskega
dela ustreznejsa od oblike VRP, zato tudi na$ pristop uporablja
obliko MILP.

Vendar pa je uinkovitost reSevanja taksnih kombinatori¢nih
problemov zelo odvisna od njihove velikosti. Ze pri relativno
majhnih problemih se namre¢ pogosto zgodi, da jih ni mo¢ re-
8iti v doglednem ¢asu. Zato se v nasem pristopu zgledujemo po
podobnih prijemih iz sorodnega dela (glej npr. [1]) in problem
razdelimo na manjse, lazje obvladljive podprobleme. Problem
razporejanja terenskega dela tako re$ujemo s trinivojskim opti-
mizacijskim algoritmom, pri katerem na prvem nivoju evolucijski
algoritem razporedi naloge po delavcih, na drugem nivoju hevri-
stika za vsakega delavca razporedi naloge po dnevih, na tretjem
nivoju pa algoritem razveji in omeji resuje problem v obliki MILP,
tj. nalogam za vsakega delavca in vsak dan posebej dodeli ¢as
njihovega zacetka.

Tak trinivojski algoritem je sposoben v uri zadovoljivo resiti
tudi nekoliko veéje probleme (npr. z 20 delavci, 20 dnevi in vec sto
nalogami), a je ta ¢as za prakti¢no uporabo predolg. Zato Zelimo
algoritem pohitriti. Ozko grlo predstavlja resSevanje problema
MILP, saj sta evolucijski algoritem in hevristika zelo hitra, tako
da lahko najveéjo pohitritev celotnega algoritma dosezemo s
pohitritvijo na tretjem nivoju.

V nadaljevanju prispevka v 2. razdelku najprej predstavimo
naso razli¢ico problema razporejanja terenskega dela, nato pa
v 3. razdelku na kratko opiSemo trinivojski algoritem za njeno
reSevanje. V 4. razdelku analiziramo ué¢inkovitost algoritma na
tretjem nivoju, v 5. razdelku pa predlagamo poenostavitev pro-
blema MILP in preverimo njen ucinek najprej na algoritem na
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tretjemu nivoju in konéno na celoten trinivojski algoritem. Pri-
spevek sklenemo z zakljucki v 6. razdelku.

2 PROBLEM RAZPOREJANJA TERENSKEGA
DELA

Problem razporejanja terenskega dela opiSemo s scenarijem raz-
porejanja, spremenljivkami problema, omejitvami in optimiza-
cijskim kriterijem (podrobne formalne definicije tu ne moremo
zapisati zaradi pomanjkanja prostora). Obravnavamo najbolj splo-
$no razli¢ico problema, v kateri Zelimo razporediti ve¢ino nalog,
saj ta pokriva tudi posebni primer, ko je zaradi spremembe v
zadnjem trenutku treba prerazporediti samo nekaj nalog.

2.1 Scenarij razporejanja

Casovno obdobje razporejanja je razdeljeno na dneve, znotraj njih
je ¢as obravnavan zvezno. Za vsak dan poznamo zacetek in konec
rednega delovnika ter trajanje morebitnih nadur (bodisi na za-
Cetku bodisi na koncu dneva). Dane imamo tudi mnozico lokacij,
¢asovne oddaljenosti za vsak par lokacij ter mnozico kompetenc,
ki so skupne nalogam in delavcem. Scenarij razporejanja vse-
buje tudi podatke o delavcih, in sicer za vsakega kompetence,
dovoljeno stevilo nadur ter zacetno in konéno lokacijo. Podatki o
nalogah pa za vsako obsegajo njeno trajanje, Zeleno in obvezno
¢asovno okno, prioriteto, zahtevane kompetence in morebitne
Zelene delavce. Malice so posebne naloge, za katere lokacija ni
definirana (malica se vedno izvaja na isti lokaciji kot predhodna
naloga in se ne more prekrivati z drugimi nalogami).

Dodatno lahko scenarij razporejanja vsebuje Ze vnaprej pripra-
vljene razporede posameznih nalog, ki so dveh tipov. Obveznih
razporedov se ne sme spreminjati, a jih je treba vseeno upostevati,
saj postavljajo omejitve k razporejanju ostalih nalog. Po drugi
strani pa se Zelene razporede lahko spreminja, a to vpliva na ceno
kon¢nega urnika.

2.2 Spremenljivke

Spremenljivke optimizacijskega problema v celoti dolo¢ijo urnik,
saj za vsako nalogo povedo ali je razporejena ali ni (ni namre¢
treba razporediti vseh nalog) in ¢e je, kateri delavec jo bo opravil
ter kdaj se bo zacela izvajati.

2.3 Omejitve

Urnik, ki predstavlja resitev problema, je dopusten samo, Ce iz-
polnjuje vse naslednje omejitve:

e Delavec lahko izvaja samo eno nalogo hkrati (v ¢asovnem
razporejanju nalog je treba poskrbeti tudi za upostevanje
trajanja potovanja med lokacijami).

e Delavec lahko izvaja naloge le znotraj delovnega ¢asa in
ima omejeno S$tevilo nadur.

o Delavec mora imeti zahtevane kompetence za opravljanje
naloge.

o Naloge morajo biti razporejene znotraj svojih obveznih
¢asovnih oken.

e Nalog z obveznim razporedom se ne sme prerazporejati.

2.4 Optimizacijski kriterij

Optimizacijski kriterij oz. cena urnika, ki jo Zelimo minimizirati,
je definirana kot utezena vsota naslednjih delnih kriterijev (prve
tri postavke so si v nasprotju, zato je smiselno upostevati samo
eno od njih naenkrat):

o Vsi delavci naj bodo ¢im bolj enakomerno obremenjeni.
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e Dnevno aktivnih delavcev naj bo ¢im manj.

Aktivni delavci naj bodo ¢im bolj enakomerno obreme-

njeni.

Skupno trajanje potovanj med lokacijami naj bo ¢im krajse.

Izvede naj se ¢im ve¢ nalog.

Naloge naj se izvedejo ¢im pre;j.

Delavci naj imajo ¢im manj neaktivnega Casa.

Nadur naj bo ¢im manj.

Naloge z visjo prioriteto naj se za¢nejo izvajati pred nalo-

gami z nizjo prioriteto.

o Naloge, ki zapadejo prej, naj se zacnejo izvajati pred nalo-

gami, ki zapadejo kasneje.

Naloge naj se izvedejo ¢im blize Zelenemu ¢asovnemu

oknu.

Nalogo, ki ima Zelene delavce, naj opravi eden izmed Zzele-

nih delavcev.

o Nalogo z Zelenim razporedom naj se izvede ¢im bliZze temu
razporedu.

Utezi posameznih delnih kriterijev so zelo pomembne, saj
doloc¢ajo njihova medsebojna razmerja in drasti¢no vplivajo na
dobljene resitve. Nastavili smo jih s pomoc¢jo ekspertnega znanja
in poskusov na $tevilnih razli¢nih scenarijih.

3 TRINIVOJSKI OPTIMIZACIJSKI
ALGORITEM

V nadaljevanju na kratko predstavimo vse tri nivoje optimizacij-
skega algoritma.

3.1 Prvinivo: razporejanje nalog po delavcih

Na tem nivoju z evolucijskim algoritmom [5] vsaki nalogi dode-
limo delavca, ki jo bo izvedel. Evolucijski algoritem zacetno po-
pulacijo Nj, resitev ustvari naklju¢no, vendar tako, da vse resitve
ustrezajo omejitvam za delavce (prve tri omejitve v razdelku 2.3).
Potem algoritem izvaja naslednje korake najve¢ Ny generacij. V
vsaki generaciji algoritem najprej izbere N, starev s turnirsko
selekcijo. Nato pare starSev kriza in mutira (pri mutaciji upo-
rabimo razli¢ne strategije zasnovane po meri delnih kriterijev
(glej razdelek 2.4), ki jih izbiramo tako, da se pogostost uporabe
sklada z njihovimi utezmi). Tako dobljeno populacijo evolucijski
algoritem ovrednoti tako, da za vsako resitev izvede drugi in tretji
nivo algoritma. Nato staro populacijo prepise z novo (najboljso
staro resitev ohrani) in nadaljuje z enakimi koraki.

3.2 Drugi nivo: razporejanje nalog delavca po
dnevih

Hevristika na drugem nivoju naloge vsakega delavca razporedi po
dnevih. Po vrsti vsem nalogam, urejenim narasc¢ajoce po Stevilu
dni, v katerih se lahko izvedejo, dodelimo zanje najugodnejsi
dan. Ugodnost dne dolo¢imo z glasovanjem, ki poteka tako, da
razli¢ni delni kriteriji (glej razdelek 2.4) glasujejo za dneve, ki so
zanje najugodnejsi. Glasovi so utezeni z utezmi delnih kriterijev,
nalogi pa dodelimo dan z najveé glasovi.

3.3 Tretji nivo: doloditev ¢asa zacetka nalog za
en dan enega delavca

Na tretjem nivoju z algoritmom razveji in omeji nalogam za en

dan enega delavca dodelimo zacetni interval. Problem torej za-

pisemo v obliki MILP tako, da upostevamo samo tiste omejitve

in delne kriterije, ki so na tem nivoju $e smiselni (npr. na tem
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—— Stevilo spremenljivk
Stevilo omejitev

600 -
500 4
400 4
300 1

200 +

100 A

1 2 3 4 5 6 7 8 9 10
Stevilo nalog

Slika 1: Odvisnost Stevila spremenljivk in omejitev v for-
mulaciji problema MILP na tretjem nivoju od stevila nalog.

nivoju se ne ukvarjamo ve¢ s kompetencami, enakomerno obre-
menjenostjo delavcev in podobnimi delnimi kriteriji, saj je zanje
poskrbljeno na prvih dveh nivojih).

Podobno kot pri predstavitvi problema tudi tu zaradi omeje-
nega prostora ne moremo navesti celotne formulacije problema
MILP. Za razumevanje nadaljevanja je najpomembneje vedeti, da
imamo pri taksni formulaciji za problem z n nalogami 3n? + O(n)
spremenljivk in 5n% + O(n) omejitev, kot prikazuje slika 1.

4 PREIZKUS UCINKOVITOSTI

Kot je razvidno iz slike 1, je stevilo spremenljivk problema MILP
zelo veliko Ze za probleme z majhnim Stevilom nalog, kar ote-
7uje nalogo optimizacijskemu algoritmu. Cas, ki ga potrebuje
za najdbo optimalne resitve, preverimo s poskusom na mnozici
testnih problemov, ki imajo lastnosti podobne problemom iz pra-
kse.

Ta mnozica vsebuje 180 testnih problemov (20 za vsako ve-
likost problema od dveh do desetih nalog), pri katerih je treba
dolo¢iti ¢as izvajanja nalog za enega delavca v enem dnevu. Ne-
kateri problemi imajo samo navadne naloge, lahko pa imajo tudi
malico, eno nalogo z obveznim razporedom ali pa oboje. Trajanje
malice je vedno pol ure, trajanje ostalih nalog pa je izbrano na-
klju¢no iz porazdelitve, ki skuSa posnemati probleme iz prakse.
Tako je ve¢ina nalog krajsih od 90 minut, nekaj pa jih ima dolzino
do stirih ur. Prioriteta vsake naloge je izbrana naklju¢no med 1 in
9. Prav tako so lokacije izvajanja nalog in zacetna lokacija delavca
izbrane naklju¢no izmed lokacij nekaterih veéjih slovenskih mest.
Vecina nalog ima neomejeno ¢asovno okno, pri nekaterih pa je
okno skraj$ano na zacetku ali koncu dneva. Trajanje delovnega
Casa je izbrano naklju¢no med 6 in 10 ur, lahko pa delavec vedno
opravlja do dve naduri.

Vse testne probleme resujemo z algoritmom razveji in omeji
iz reSevalnika SCIP [2] preko knjiznice OR-Tools [4]. Pri tem be-
lezimo ¢as, ki ga algoritem potrebuje, da najde optimalno resitev.
Resevanje poteka na osebnem racunalniku s 16 GB pomnilnika
in frekvenco procesorja 3,60 GHz.

Rezultati poskusa so prikazani na sliki 2. Vidimo, da algoritem
praviloma potrebuje eksponentno ve¢ ¢asa z dodajanjem vsake
naloge. Ce Zelimo, da je celoten trinivojski algoritem koristen v
praksi, si lahko za reSevanje problema MILP privos¢imo le nekaj
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Slika 2: Povprecen cas, potreben za optimalno resitev pro-
blema glede na njegovo velikost.

sekund, kar pomeni, da je za nase potrebe algoritem neuc¢inkovit
Ze za probleme s sedmimi ali ve¢ nalogami.

Preverimo $e, kako dobro deluje algoritem, ¢e mu omejimo
Cas, ki ga ima na voljo za iskanje resitev. Poskuse izvedemo z
naslednjimi ¢asovnimi omejitvami: 0.5s,1s,2s,4s,8s, 16 sin
32 s. Pri tem opazujemo, koliko nalog je algoritem razporedil, in
to Stevilo primerjamo z optimalnim $tevilom razporejenih nalog
(dobljenim v prej$njem poskusu, ko algoritem ni bil ¢asovno ome-
jen). Ceprav cilj algoritma ni samo razporediti ¢&im veé nalog, je
Stevilo razporejenih nalog dober pokazatelj kakovosti delovanja
algoritma.

Na sliki 3 vidimo, da ob prekratkem ¢asu na problemih z veliko
nalogami algoritem odpove (ve¢ino nalog zavrne, ¢eprav bi jih
lahko razporedil). Na primer, ko ima algoritem na voljo le 0,5 s,
primerno deluje le za probleme z do $tirimi nalogami, za vecje
problema pa njegova uspesnost pade in ko je nalog osem ali
veé, v povpreéju razporedi le eno nalogo. Delovanje algoritma
je nekoliko boljse, ¢e ima na voljo daljsi ¢as, a Sele pri 32 s se
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Slika 3: Povprecno $tevilo razporejenih nalog pri razlic-
nih ¢asovnih omejitvah in velikostih problemov (s ¢rtkano
¢rno ¢rto je prikazano optimalno $tevilo razporejenih na-

log).



Information Society 2022, 10-14 October 2022, Ljubljana, Slovenia

Stevilo razporejenih nalog na problemih z devetimi in desetimi
nalogami pribliZa optimalnemu $tevilu razporejenih nalog.

5 POENOSTAVITEV PROBLEMA

Ker z delovanjem algoritma nismo zadovoljni, poskusimo pro-
blem poenostaviti. Za zapis delnih kriterijev za prioriteto in ¢as
zapadlosti potrebujemo 2n? + O(n) spremenljivk ter 4n? + O(n)
omejitev, kar je zelo veliko, sploh ker ta dva delna kriterija ni-
sta zelo pomembna. Zato preizkusimo, kako algoritem deluje, ¢e
ju izpustimo (zanju lahko do neke mere poskrbimo na zgornjih
dveh nivojih optimizacijskega algoritma). Stevilo spremenljivk
in omejitev se $e vedno povecuje kvadrati¢no s stevilom nalog,
vendar pa smo koeficienta pred kvadratnim ¢lenom s 3 oziroma
5 zmanjsali na 1.

Za poenostavljeni problem izvedemo podoben test kot v raz-
delku 4, le da testiramo samo pri ¢asovnih omejitvah 0.5 s, 2 s,
8 s in 32 s. Na sliki 4 primerjamo $tevilo razporejenih nalog pri
osnovnemu ter poenostavljenemu problemu. Vidimo, da na ve¢jih
poenostavljenih problemih algoritem deluje mnogo bolje.

4.0 1
{=2
o
S 3.5
<
c
2
v 3.0
(=}
o
N
o
2.54
o
= ﬁ,f t=2s
k] 4 — t=8s
9201 4 t=32s
© 4 --- t=0.5s, poenostavitev
S 5 --- t=2s, poenostavitev
o N
o —-—- t=8s, poenostavitev
t = 32 s, poenostavitev
1.04 e t = neomejen
2 3 4 5 6 7 8 9 10
Stevilo nalog

Slika 4: Primerjava delovanja algoritma na izvirni (polne
¢rte) in poenostavljeni formulaciji problema (¢rtkane ¢rte)
pri razlicnih ¢asovnih omejitvah in velikostih problemov
(s ¢rno ¢rtkano ¢rto je prikazano optimalno stevilo razpo-
rejenih nalog izvirne formulacije problema).

S poenostavitvijo torej dosezemo, da algoritem na tretjem
nivoju deluje zadovoljivo tudi za prakti¢ne potrebe. Vendar pa
to $e ne pomeni nujno, da poenostavitev izboljsa delovanje ce-
lotnega trinivojskega algoritma. To preverimo s poskusom na
dveh testnih problemih, P1 in P2, pri katerih damo enkrat ve¢jo
utez delnemu kriteriju trajanja potovanja, drugi¢ pa enakomerni
obremenitvi delavcev. Na ta nac¢in dobimo $tiri razli¢ne testne
probleme. P1 obsega 220 nalog, deset delavcev in sedem dni, P2
pa 114 nalog (vsebuje tudi malice), pet delavcev in tri dni. Za vsak
testni problem poZenemo $tiri razli¢ice trinivojskega algoritma,
ki se razlikujejo samo na tretjem nivoju - ta uporablja bodisi
izvirni bodisi poenostavljeni problem, izvajanje algoritma pa je
omejeno bodisi na 1 s bodisi na 2 s.

Slika 5 kaze rezultate teh poskusov. Na problemu P1 (zgornja
dva grafa na sliki) lahko jasno vidimo, da poenostavitev problema
na tretjem nivoju koristi u¢inkovitosti celotnega algoritma. Tega
ne moremo trditi za problem P2, na katerem je delovanje izvirne
in ponostavljene razli¢ice zelo podobno, vidimo pa veliko boljse
delovanje v primeru omejitve izvajanja na 2 s.
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Slika 5: Rezultati optimizacije za §tiri razli¢ice algoritma
na dveh problemih (P1 zgoraj in P2 spodaj) z dvema raz-
licnima delnima kriterijema (trajanje potovanja levo in
enakomerna obremenitev delavcev desno). Manjse vredno-
sti so boljse.

6 ZAKLJUCKI

V prispevku smo analizirali ué¢inkovitost algoritma za razporeja-
nje terenskega dela. Posvetili smo se le ¢asovno najzahtevnejsemu
delu trinivojskega algoritma — re$evanju problema MILP na tre-
tjem nivoju. Z dvema poskusoma smo pokazali, da algoritem
razveji in omeji ni dovolj u¢inkovit za resevanje prakti¢nih pro-
blemov, zato smo problem MILP poenostavili. To ne spremeni
kriterijev celotnega problema, algoritmu na tretjem nivoju pa
omogodi, da uéinkovito resi tudi probleme z desetimi nalogami
(ve¢ jih v praksi ne pri¢akujemo). Primerjali smo tudi, kako poe-
nostavitev vpliva na delovanje celotnega algoritma, in ugotovili,
da Ceprav obstajajo problemi, za katere poenostavitev ni koristna,
v splosnem daje dobre rezultate in se je bomo posluzevali tudi v
praksi.
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POVZETEK

V ¢lanku predstavimo spletno platformo ClowdFlows, ki je na-
menjena analiziranju podatkov in strojnemu uéenju in omogoca
uporabo interaktivnih delotokov. Posebej predstavimo znac¢ilno-
sti platforme, ki laj$ajo njeno uporabo programiranja neves¢im
uporabnikom in elemente platforme, ki omogocajo analizo teksta
z najsodobnejsimi pristopi vektorskih vloZitev. Poro¢amo tudi o
prakti¢énem preizkusu uporabnosti platforme in njenih orodij z
vektorskimi vlozitvami za izbrane ciljne uporabnike s podro¢ij
humanistike in druzboslovja.

KLJUCNE BESEDE

procesiranje naravnega jezika, besedne vlozitve, spletna aplika-
cija, delotoki

ABSTRACT

The paper presents the ClowdFlows web platform for machine
learning and data analysis using interactive workflows. In par-
ticular, we highlight selected features that facilitate its use by
non-programmers as well as selected elements of the platform
that enable text analysis using state-of-the-art word embedding
approaches. We also report on a hands-on evaluation of the us-
ability of the platform and its word embedding components in
a selected group of end users from the fields of humanities and
social sciences.

KEYWORDS

natural language processing, word embeddings, web application,
workflows

1 UVOD

Podrogja, povezana z metodami umetne inteligence, kot so rudar-
jenje podatkov, strojno ucenje in avtomatska obdelava naravnega
jezika, v zadnjih letih doZivljajo razmah v prakti¢ni uporabi. Naj-
novejsi metodoloski dosezki so obi¢ajno najprej na voljo v obliki
programskih knjiznic ali spletnih storitev (angl. web services), po-
zneje v platformah za razvijanje resitev z udobnim uporabniskim
vmesnikom in obi¢ajno Se pozneje v namenskih orodjih, ki to
metodologijo uporabljajo interno in omogoc¢ajo njeno uporabo
brez ali z zelo omejenim vplivom na nacin delovanja tudi upo-
rabnikom brez ra¢unalni$kega predznanja. Slednjim samostojno
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rabo tovrstnih metod med drugim oteZuje potrebno predznanje,
ki je potrebno za njihovo smiselno uporabo, v¢asih pa tudi po-
stopki namestitve in nastavitev programske opreme. Prototipno
raziskovalno orodje ClowdFlows, ki ga razvijamo na Odseku za
tehnologije znanja na Institutu "Jozef Stefan", naslavlja ti dve
oviri in kaze potencial za prakti¢no uporabo. V sklopu projekta
EMBEDDIA [14, 13, 16] smo razsirili nabor zmogljivosti tega
orodja predvsem na podrodju analize naravnega jezika, zato se v
tem prispevku osredoto¢amo na metode in konéne uporabnike
s tega podroéja. Natanéneje, predstavimo primer ucenja in upo-
rabe modelov za besedne vektorske vlozitve in izku$nje novih
uporabnikov s podro¢ja humanistike in druzboslovja.

V razdelku 2 predstavimo osnovno sorodno delo. Platforma
ClowdFlows je opisana v razdelku 3. Razdelek 4 predstavi primer
uporabe vektorskih vloZzitev in uporabniske izkusnje. Zakljucki
so podani v razdelku 5.

2 OZAD]JE IN SORODNO DELO

2.1 Platforme za vizualno programiranje in
deljenje resitev

Programsko orodje ClowdFlows, ki je predstavljeno in upora-
bljeno v tem prispevku, je podobno nekaterim drugim orodjem
za upravljanje delotokov podatkovnega rudarjenja. Slovenskim
uporabnikom je verjetno najbolj poznano orodje Orange [2], po-
dobni pa sta orodji tudi Weka [18] in RapidMiner [8, 5]. Vsa ta
orodja omogocajo vizualno programiranje s programskimi gra-
dniki in upravljanje tako izdelanih programov. Manj razsirjene so
resitve za skupno rabo delovnih tokov. To recimo ponuja portal
myExperiment [15] ali spletna stran pobude OpenML [17]. Je
pa uporabnost teh resitev omejena predvsem na dobro podprto
javno deljenje resitev, za izvajanje ali urejanje delovnih tokov pa
mora uporabnik §e vedno namestiti posebno programsko opremo,
v kateri so bili le-ti zasnovani. ClowdFlows, po drugi strani, omo-
goca tako izdelavo kot tudi deljenje in izvajanje delotokov.

2.2 Besedne vlozitve

Besedne vektorske vlozitve, ki so strojno naucene z uporabo
nevronskih mreZ, so predstavitve besed v prostoru, kjer vsako
besedo opisuje vektor z veliko dimenzijami (tipicno od nekaj
deset do nekaj sto). Besede, ki so si blizu v vektorskem pro-
storu (kar lahko merimo s kosinusno razdaljo), so si tudi se-
manti¢no podobne. Med vektorskimi vlozitvami je mogoce racu-
nati tudi odnose, ki presegajo enostavno sorodnost besed, npr.
preko analogij. Na primer, odnos Madrid:Spanija je podoben od-
nosu Pariz:Francija [10]. Pri stati¢nih vlozitvah, kot so modeli
word2vec [9] in fastText [1], je posamezna beseda v korpusu
predstavljena z enim vektorjem. Pri metodi fastText je vsaka
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Slika 1: Glavni pogled v ClowdFlows.

beseda predstavljena kot vsota vektorskih vlozitev znakovnih
n-gramov, ki jih beseda vsebuje. V praksi to pomeni, da metoda
pri modeliranju semanti¢ne bliZine uposteva tudi morfolosko
podobnost besed, zaradi Cesar je ta metoda Se posebej uporabna
za izraCun besednih vlozZitev v morfolosko bogatih jezikih, kot je
slovens¢ina. Za razliko od stati¢nih vlozZitev pa pri kontekstualnih
vlozZitvah, kot sta na primer modela ELMo [12] in BERT [3], vsako
pojavitev besede opisuje svoj vektor. To je pomembno predvsem
z vidika ve¢pomenskih besed pa tudi v primerih, kjer analiziramo
razlike med besedami v razli¢nih kontekstih. Za veliko jezikov
obstajajo prednauceni modeli na velikih jezikovnih korpusih [4,
3], ki jih je mogoce priuc¢iti za posamezne domene in naloge.

3 CLOWDFLOWS

ClowdFlows [6, 7] je spletna platforma za analiziranje podatkov
in strojno ucenje z grafi¢nim uporabniskim vmesnikom, ki omo-
goca izvajanje v brskalniku brez zahtev po lokalni namestitvi
programske opreme, ponuja pa tudi preprosto javno deljenje izde-
lanih resitev. Gre za odprtokodno raziskovalno orodje, katerega
zadnja stabilna razli¢ica ClowdFlows 3 je na voljo na naslovu:
https://cf3.ijs.si/.

Grafifen nacin sestave delovnih tokov in uporaba javno de-
ljenih resitev brez names¢anja dodatne programske opreme sta
znadilnosti, ki laj$ata uporabo tudi uporabnikom, ki nimajo pro-
gramerskega predznanja, imajo pa zanimive podatke in razisko-
valne probleme, pri katerih bi jim prav prisle metode, ki so na
voljo v ClowdFlows. Za raziskovalce je poleg tega pomembno tudi
preprosto deljenje in preprostost ponavljanja ali nadgrajevanja
obstojecih eksperimentov.

Elementi v ClowdFlows 3 vsebujejo vrsto programskih gra-
dnikov, ki ponujajo delo z vektorskimi vlozitvami. Vsebujejo
prednaucene stati¢ne in kontekstualne modele za ve¢ jezikov
kakor tudi nekaj orodij, ki na njih temeljijo, kot so na primer
klasifikatorji za analizo sentimenta novic [11] in prepoznavanje
sovraznega govora [11].
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Po prijavi v ClowdFlows imamo na voljo kratek te¢aj o osno-
vah, izdelavo novega delotoka ali pregled javno dostopnih resitev.
Glavni pogled je namenjen izdelavi, pregledu in poganjanju de-
lotokov. Prikazan je na sliki 1. Ve¢ji del tega pogleda predstavlja
delovna povrsina, na katero lahko potegnemo (ali uvrstimo z
dvoklikom) Zeljeni programski gradnik (angl. widget) iz seznama
razpolozljivih gradnikov na levi strani pogleda. Smiselno po-
vezani gradniki predstavljajo delotok, ki ga lahko poZenemo z
nadzornim gumbom Play.

Povezave med gradniki vzpostavimo s klikom na izhod enega
gradnika in vhod drugega. Vhodi so predstavljeni kot svetlo mo-
dri pravokotniki na levi strani gradnika in izhodi kot tovrstni
pravokotniki na desni. Povezave lahko odstranimo tako, da z de-
sno tipko miske kliknemo povezavo in izberemo moznost Remove.
Delotoki se shranjujejo samodejno, lahko pa jih tudi eksplicitno
shranimo s pritiskom na kontrolnik za shranjevanje, kar nam
omogoca tudi lastno poimenovanje shranjenega dela. Shranjene
delotoke lahko pregledujemo, kopiramo, brisemo, izvazamo ali
javno delimo na pogledu, ki se pokaze ob izbiri Your workflows.
Javno objavljeni delotoki dobijo nespremenljiv URL naslov, ki ga
lahko delimo in vsakemu uporabniku ClowdFlows omogoca, da
ustvari svojo kopijo tako deljenega dela.

4 UPORABA VEKTORSKIH VLOZITEV

4.1 Ucenje modela vlozitev v ClowdFlows

Za pridobitev predstavitve teksta v obliki vektorskih vlozZitev
lahko uporabimo predpripravljene modele ali pa take modele
sami strojno nau¢imo. Tovrstno strojno ucenje je obi¢ajno ra-
¢unsko zelo zahtevno in za smiselne rezultate potrebuje velike
koli¢ine podatkov. V praksi se zato pogosto uporablja predhodno
naucene modele. ClowdFlows ponuja ve¢ prednaucenih modelov,
naprimer ELMo, Word2Vec in razne modele pristopa BERT in
fastText, tudi za slovenséino.
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Slika 2: Delotok, ki je bil uporabljen na delavnici s ciljnimi uporabniki. Dostopen je na: https://cf3.ijs.si/workflow/283

Ucenje lastnih modelov je smiselno, ko gre za posebna bese-
dila ali naloge, pri katerih jih Zelimo uporabljati. Velika ra¢unska
zahtevnost, velike koli¢ine podatkov in z njima povezani daljsi
¢asi obdelave namre¢ niso zdruZzljivi z interaktivno uporabo, ki
je znacilna za ClowdFlows. Pri uporabnikih digitalne humani-
stike in druzboslovja smo zaznali potrebo za ucenje vlozitev na
majhnih, specifiénih korpusih, kot so pesniske zbirke, specializi-
rani novicarski ¢lanki ipd. Taksni korpusi so pogosto bistveno
manjsi od tipi¢nih korpusov, ki se uporabljajo za ucenje vektor-
skih vlozitvev. Glede na potrebe uporabnikov in zmogljivosti
platforme smo se odlo¢ili za implementacijo gradnika za ucenje
modelov train fastText, saj je algoritem fastText eden najucinko-
vitejsih in najmanj rac¢unsko zahtevnih. Implementacija gradnika
v ClowdFlows vsebuje tudi namige, kako prilagoditi privzete
parametre za ucenje na majhnih korpusih. Za sprejemljivo hi-
tro interaktivno delo vseeno priporo¢amo, da vhodni korpus ne
presega dveh milijonov besed ali priblizno 10 MB neobdelanega
besedila.

Gradnik train fastText z uporabo algoritma fastText nauci nov
vektorski model na vhodnem korpusu. Tak model lahko nato po-
sredujemo drugim gradnikom. Vhod v train fastText je besedilni
korpus, kot je na primer izhod gradnika Load Corpus from CSV.
Korpus je mogoce tokenizirati, lematizirati ali pa uporabiti tudi
brez tovrstne predobdelave.

train fastText uporabniku ponuja nastavljanje sledec¢ih para-
metrov:

bucket - stevilo skupin (znacilke besednih in znakovnih n-
gramov so zgocene v fiksno Stevilo skupin);

epoch - stevilo epoh ucenja;

Ir - hitrost ucenja;

dimension - velikost besednih vektorjev;

window - velikost kontekstnega okna;

model - vrsta nenadzorovanega fastText modela (cbow ali
skipgram) ter
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min_count - najmanjse $tevilo pojavitev besede, pri katerem
se beseda $e uposteva.

Kjer je primerno, opis parametra vklju¢uje namig, ali je v primeru
majhnih uénih podatkov priporocljivo povecati oz. zmanjsati
vrednost parametra.

4.2 Izku$nje uporabnikov

Uporabnost platforme ClowdFlows in najpomembnejsih kompo-
nent za analizo naravnega jezika z vidika ciljnih konénih uporab-
nikov smo preverjali v okviru enodnevne delavnice, ki je potekala
(na daljavo) 27. januarja 2022. Delavnica je bila namenjena eni
od nasih primarnih ciljnih skupin: raziskovalcem z razli¢nih po-
dro¢ij humanistike in druzboslovja, ki (predvidoma) niso veséi
programiranja.

Za potrebe delavnice smo pripravili primer delotoka za anali-
ziranje besedil z vektorskimi vloZitvami. Prikazan je na sliki 2.
Delotok se za¢ne z dvema moZnima na¢inoma vnosa vhodnih
podatkov, nadaljuje z opcijsko uporabo tokenizatorja in lema-
tizatorja (ta kot vhodni podatek sprejema tudi oznako jezika),
Cemur sledi ucenje modela fastText. Nauceni model nato v delo-
toku uporabimo na dva nacina: v gradniku fastText neighboring
words pregledujemo okolico (sosednje besede) izbranih besed, v
gradniku Evaluate word expressions with fastText pa na modelu
preizkusamo uporabo izrazov (seStevanje, odstevanje) na vek-
torskih predstavitvah besed. Ogled rezultatov v obeh primerih
omogoc¢imo z gradnikom Object viewer.

Delavnica se je zacela s skupno uvodno predstavitvijo plat-
forme ClowdFlows in primera delotoka s slike 2, ki je trajala
20 minut in v kateri smo izbrane primere prikazali z uporabo
besedila novele Deseti brat Josipa Jur¢ica.

Temu je sledilo osem 20-minutnih sej, v katerih je vsak uporab-
nik ustvaril svoj primerek delotoka, nalozil svoj korpus in preizku-
sil izbrane komponente ClowdFlows. Ena seja je bila namenjena
enemu uporabniku in njegovim podatkom, drugi uporabniki pa
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so lahko prisostvovali kot opazovalci. Uporabnikom smo pri nji-
hovem delu pomagali, ¢e so imeli tezave pri uporabi platforme
ali pri pripravi svojih vhodnih podatkov. Udelezba na delavnici
je bila na povabilo. UdeleZenci, ki so bili povabljeni na delavnico,
so raziskovalci s podrodij literarnih ved, sociologije, socialnega
dela in sorodnih podrodij. Pripravili so lastne korpuse s svojih
podrodij, kot so na primer tematski korpusi migracij, korpus del
slovenskih literatov, korpus francoske poezije, LGBT, novice, ki
govorijo o socialnem delu in podobno. Nekateri udeleZenci so
bili vabljeni v okviru interdisciplinarnih projektov SOVRAG in
CANDAS. Nihée od udeleZencev pa ni imel predhodnih izkugenj
s ClowdFlows. Zaradi velikega zanimanja smo $tevilo sej povecali
s predvidenih 8 na 10.

Uporabljeni korpusi so bili zelo raznoliki, udeleZence pa so
zanimali razli¢ni vidiki obdelave besedil. V veéini primerov so
bili zacetnemu delotoku dodani dodatni gradniki, da bi resili
doloceno tezavo ali zadovoljili posebne interese. UdeleZenci so na
primer iskali podobnosti in razlike v sosedstvu besed na podlagi
korpusov iz razli¢nih obdobij ali od razli¢nih avtorjev. Zanimale
so jih tudi osnovne znacilnosti takih korpusov, kot so recimo
najpogosteje uporabljene besede, s ¢imer so bile povezane tudi
druge osnovne operacije, kot je na primer filtriranje besed. Med
delavnico sta bili odkriti dve specifi¢ni tehni¢ni tezavi: (I) napake
so se pojavile v primeru vnosa besedila s posebnimi znaki, ki
ni bilo kodirano v kodni tabeli UTF, in (II) nekateri gradniki, ki
vsebujejo klice na spletne storitve, so porocali o preseZeni ¢asovni
omejitvi.

Za udeleZence je bil pripravljen anonimen vprasalnik, pove-
zava do vprasalnika pa je bila posredovana po delavnici. Ve¢ini
udelezencev se je prikazani potek dela zdel zelo uporaben. Velika
vecina (80%) Se nikoli ni poskusila uporabljati vektorskih vlozitev.
O uporabniskem vmesniku ClowdFlows so ve¢inoma porocali
kot o preprostem za uporabo (preprost: 60%, zelo preprost: 30%),
le enemu udelezencu pa se je zdel zapleten. Te rezultate je sicer
treba upostevati v kontekstu dejstva, da so odzivi zbrani kmalu
po uporabi ClowdFlows, pri ¢emer je bila na voljo pomo¢. Brez
uvoda in pomo¢i odgovori morda ne bi bili tako pozitivni, ven-
dar tega Se nismo preizkusili. Ve¢ina udeleZencev je menila, da
bi ponovno uporabili ClowdFlows, ¢e bi jim zagotovili vnaprej
pripravljen delotok za njihov problem.

5 ZAKLJUCEK

Predstavili smo spletno platformo ClowdFlows, izbrane elemente,
ki omogocajo napredno uporabo pristopov za ucenje besednih
vektorskih vloZitev, in izku$nje nekaterih od nasih ciljnih upo-
rabnikov teh orodij.

Eden od ciljev platforme ClowdFlows je priblizanje uporabe
najnovejsih metod analize podatkov in strojnega ucenja tudi upo-
rabnikom, ki niso ve$¢i programiranja. Izkusnje nase delavnice
z nekaterimi od potencialnih uporabnikov so pokazale, da je to
vsekakor smiselno, saj so na podlagi predpripravljenih deloto-
kov uporabniki (sicer strokovnjaki na drugih podro¢jih) lahko
opravili analize na lastnih podatkih in tudi Ze iskali in predlagali
nadaljnje postopke analiz, ki so smiselni in uporabni pri njihovem
delu. Poleg metodoloskih razsiritev in tehni¢nih izboljsav plat-
forme bomo zato v bodo¢e ve¢ pozornosti namenjali tudi razvoju
primerov resitev za ciljne uporabnike, v prvi vrsti za raziskovalce
s podrodij, ki niso povezana z ra¢unalni$tvom.
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PREDGOVOR

Na tokratni konferenci Kognitivna znanost sodelujejo avtorice in avtorji, ki se raziskovalno
ukvarjajo s kognitivno znanostjo, in predstavljajo tako empiricne rezultate svojih raziskav kot
tudi teoretska raziskovanja z najrazli¢nejsih podro¢ij — od psihologije in nevroznanosti do
filozofije in umetne inteligence. Poseben poudarek na letosnji konferenci posvecamo
kognitivnim vidikom zaupanja v znanost, kar avtorice in avtorji naslavljajo tako z
druzbenega, politicnega, psiholoskega in filozofskega vidika.

Upamo, da bo letoSnja disciplinarno in metodolosko bogata konferenca odprla prostor za
povezovanje pronicljivih idej ter povezala domace in tuje, mlade in izkuSene znanstvenice in
znanstvenike, ki se ukvarjajo z vprasanji kognicije.

Borut Trpin
Toma Strle
Olga Markic

FOREWORD

At this year’s Cognitive Science conference, the authors who actively research in scope of
cognitive science present their empirical studies as well as theoretical research from a diverse
range of disciplinary backgrounds — from psychology and neuroscience to philosophy and
artificial intelligence. A special focus of this year’s conference is on cognitive aspects of trust
in science. The authors address this topic from a social, political, psychological, and
philosophical viewpoint.

We hope that this year's cognitive science conference — rich in disciplinary approaches and
methodologies — will open space for exchanging intriguing research ideas and will bring
together local and international, junior and senior scientists from a diverse range of areas
related to the exploration of the human mind.

Borut Trpin
Toma Strle
Olga Marki¢
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ABSTRACT

Here we compare two methods of examining conscious
experience—Descriptive Experience Sampling (DES) and
micro-phenomenology. Both look at short episodes of
experience. Both have safeguards to limit biases and distortions
from first-person reporting. But these methods are still different
in terms of how they deal with memory, questioning, and
analysis. In this pilot study (n=4), we use both methods in the
context of a common task. Participants were interviewed about
their experience of a mental imagery task using both methods.
DES results focused more on fine-grained details of visual
experiences. Micro-phenomenology results focused more on
how experience extended over time, and how participants
engaged with the task. These differences in results show that the
investigated methods differ in scope. To further address this, we
encourage a critical methodological pluralism where methods
can continue to be improved and tested for validity.

critiques and attempt to limit biases. Although validity cannot yet
be proven, here we test the limits and constraints of these
methods. Specifically, we look at Descriptive Experience
Sampling, founded by Russell Hurlburt and refined with the aid
of fellow researchers [1]. And we’ll look at micro-
phenomenology—adapted by Claire Petimengin from Pierre
Vermersch’s explicitation interview [2].

Descriptive Experience Sampling uses random beeps to direct
participants towards specific, concrete episodes of experience.
Micro-phenomenology guides participants to a state in which
memory becomes immediate and lived.

Both methods then use different means to aim for a common
goal, of revealing short episodes of experience. Experience
described in the abstract is an amalgamation of warped memory,
self-perception, conceptual frames, and fleeting impressions.
‘This morning I had breakfast and felt sleepy.’ In the concrete,
however, experience manifests as a flow of vivid nows. ‘Now I’'m
watching the cream dissolve in my coffee. Now I'm picturing

KEYWORDS what would happen if gravity reversed overnight and I had to
Consciousness, inner experience, empirical phenomenology, rearrange my furniture on the ceiling.” These nows, so vivid
DES, micro-phenomenology when lived, can dissolve in memory like cream in coffee, so that

we might forget their original color. Methods of empirical
1 BACKGROUND phenomenology aim for that color.

Despite similar intentions, there has been some contention
between methods. Akhter and Hurlburt have questioned the
validity of micro-phenomenology [6]. Petitmengin has argued
about DES that “the beeper is not suitable for observing very
brief or very fine subjective events” [7]. Is this disagreement
warranted? Do methods really reveal different aspects of
experience when used with a common task? And if so, does this
call into question the validity of one method or the other?
Methods might just have different scopes, yielding different
results [8]. To address these questions, we compared methods
with a shared task.

The study of first-person experience has had a difficult time. In
the early 20" century a prolonged disagreement between two
rival introspectionist camps led to the field’s essential banishing
from psychology [1, 2]. A later influential study by Nisbett and
Wilson [3] further solidified the notion that first-person data is
flawed and distorted by heuristics, overgeneralizations, and
memory problems. People simply don’t know what’s in their
consciousness. To give a pragmatic definition, for a conscious
person, there is something that it is like to be that person [4]. A
conscious person might be sipping coffee noticing the rich smell
and hearing birds chirp. An unconscious person could for

example be in dreamless sleep. 2 METHODS
Conscious experience takes up most of our day (presumably)
and influences our identity and understanding of the world. It lies 21 DES

behind our sensations, emotions, and thoughts. It is important.
And yet it’s often either assumed as trivial, approachable through
naive methods, or else unattainable, not worth even seeking to
understand. New methods reject both premises—consciousness is
neither trivial nor unattainable. These methods attempt to
systematize consciousness research, in a field that has been
dubbed “empirical phenomenology” [5]. They deal with past

DES uses random beeps through the day to help participants
better grasp their own experience. This can involve a specialized
beeper or a smartphone. The participant must have an earpiece
directly in their ear throughout the procedure. The beeps are
delivered at randomized intervals ranging between five minutes
to one hour [9]. Six beeps are delivered a day. This usually takes
around three or four hours. In most studies, they occur during the
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participant’s daily life, not in a lab, to increase ecological
validity.

After each beep, the participant jots down notes on their inner
experience right before the beep. So not inner experience during
the beep (e.g., darn that’s annoying!) but right before. The goal
is to describe that last uninterrupted moment before the beep.
Usually this moment is much shorter than what participants first
have in mind, and can last a fraction of a second.

Questioning and training is needed in order to apprehend this
moment. At the end of each day of sampling, participants are
interviewed about the six beeps they collected. The interviews
last an hour and any samples not discussed within that time are
discarded. There are always multiple days of sampling, usually
around 5 or 6, but occasionally many more. The first day of
sampling is always discarded and considered training.
Subsequent days are often discarded as well, if they don’t hew to
validity criteria.

Validity depends primarily on participants’ ability to clearly
describe specific moments of experience with little hesitation and
equivocating language. Questioning aims to lead participants
away from generalizations. For example, a participant might first
say, “I was driving and kinda nervous I think. I’'m always nervous
when I drive.” The use of the term ‘always’ may indicate that the
participant was generalizing. The use of terms ‘kinda’ and ‘I
think’ could indicate uncertainty stemming from lack of contact
with direct experience. Further questioning may reveal that
experience before the beep was something completely
different—perhaps a mental image of a fat squirrel with the inner
speaking “munchy munch.” It is common in DES for results to
go against participants’ initial expectations [9, 10].

2.2 Micro-phenomenology

Micro-phenomenology aims to guide the participants towards
vividly reliving and precisely describing a past conscious episode
[7]. This episode is of underdetermined length, ranging from a
few minutes to a few seconds. The episode can be in the recent
past or have occurred many years ago. For the sake of bringing
our methods as close as possible to compare them, here we’ll
apply micro-phenomenology to the recent past and to short
episodes (10 seconds).

Memories can be indistinct, so micro-phenomenology aims to
guide the participant to an “evocation state” where past
experience is ‘re-lived’ [7]. Participants have direct contact with
what they saw, heard, or felt at the time of the target experience.
Questions aim to ‘stabilize’ this evocation state and maintain the
participant’s contact with their experience. For example,
participants are periodically asked to return to the beginning of
the episode. If the participant digresses, the interviewer can
repeat the participant’s earlier descriptions.

As in DES, participants are asked for greater specificity about
the elements they reveal. For example, if a participant has a
mental image, an interviewer might ask, “Is it in colour or in
black and white? Is it detailed or fuzzy? Is it dark or light?” [7].

Micro-phenomenology begins by eliciting the context and
sensory modalities of past experience—what participants saw,
heard, felt, etc. This helps the participant enter the evocation
state. Once in this state, questions can be more open ended.
Interviewers can ask about the sequence of experience and how
different elements change over time. They then focus on specific
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elements in turn and ask questions to elicit greater specificity.
Micro-phenomenology aims for nuance. Questioning can often
focus on subtle emotional shifts of even shifts in body or posture
that contribute to experience.

There are no firm guidelines for how long a micro-
phenomenology interview lasts. However, it is not uncommon
for short segments of experience to elicit hour-long interviews.
The aim of micro-phenomenology is to uncover the complexity
and nuance of the experiential episode both at a particular
moment (synchronic dimension) and its development over time
(diachronic dimension),with the focus of the interview
depending on the research question of the particular study.

2.3 Main differences

Time - Micro-phenomenology typically deals with longer
sections of time. Researchers can observe how elements change.
Petitmengin writes, “To enter into contact with one’s experience,
it is necessary to respect its fluid and dynamic character” [11].
DES does also incorporate time though. Experience is not frozen
into a static snapshot. For example, if a person is innerly speaking
“I need to call mom” this might extend over time. And a fuzzy
feeling in their chest might increase in strength over the moment.
The difference here is thus of degree, not of type.

Retrospection - Micro-phenomenology, in general, involves
substantially more retrospection. The target experience could be
years before the interview [11]. In DES, the target experience is
a few seconds before the notetaking and less than 24 hours before
the interview. There are still memory demands but they are
fewer. However, as mentioned, micro-phenomenology can also
be done with the target experience shortly before the interview
[12]. This is the case for our comparison study.

Directing attention - Micro-phenomenology aims for an
evocation state in which participants re-live the original
experience. DES takes a more skeptical approach. DES questions
encourage the participant to doubt if reported elements were
really part of their direct experience. DES acknowledges that this
skepticism might lead it to miss out on elements of experience.
But Hurlburt sees this as preferable to reporting elements that
weren’t there [9]. Micro-phenomenology prefers having as full
an impression of experience as possible. It offers participants
opportunities to revise and clarify their reports, but in service of
maintaining an evocation state, doesn’t ‘grill” participants to the
extent that DES does.

Questioning — Micro-phenomenology questioning is ‘“non-
inducive but directive” [7]. DES questioning is non-inducive and
non-directive. For example, micro-phenomenology asks about
specific sensory modalities in turn, i.e. ‘Do you hear anything?’
It holds that this is necessary to elicit greater detail since
participants may not know where to direct their attention. DES
would instead ask, ‘Was there anything else in your experience?’.

In general, micro-phenomenology is more trusting of
participant reports. DES places a greater emphasis on skepticism,
training participants in order to get greater fidelity. For example,
the first day of training is always discarded with DES. This is not
the case with micro-phenomenology. Training interviews are
occasionally used but optional.

Validity - There is agreement between methods about how to
judge validity. Both acknowledge that rules and explanations of
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the method make their own case for validity. A successful
sample/interview then depends on these guidelines being
followed, and questions being suitably content-neutral and non-
leading. Other points of agreement include situating methods in
a net of third-person observables—for example, can first-person
data link with behavioral data? Can correlations be found with
neuroimaging? No one correlation can address validity but
networks of connections can help lead to first- and third- person
methods informing each other through “mutual constraints” [13].

Differences include differing methods for judging veracity.
Both methods rely on both verbal and non-verbal cues. But DES
leans more heavily on verbal cues, like subjunctification [9]. Is
the participant saying umm, I think, kindof, maybe, sorta, I
guess? Then it’s likely they’re not describing direct experience.
Micro-phenomenology relies more on visual cues—for example
a participant’s eyes pointing upwards indicating that they’re in
an evocation state.

Petitmengin also advocates checking a participant’s reported
experience against the researcher’s own experience, calling this
the “kingpin of all validation” [7]. Is it similar or at least
plausible? Hurlburt and Akhter [6] see this as harmful—a
participants’ experience may be radically different from the
researcher’s, and so should be ‘bracketed’ as much as possible.

3 PROCEDURE

This study involved four participants—a small sample size aimed
at highlighting certain method contours rather than generalizing
or making claims of statistical significance. All four were female
students residing in Slovenia, aged 23 to 26. They are referred to
here using pseudonyms. Each participant underwent both the
DES and micro-phenomenology procedure. However, two
started with micro-phenomenology and two started with DES (to
limit biasing). There was a break (at least six days) before
switching methods.

To facilitate comparison, the interviews concerned
participants’ experience of a task. We used a mental imagery
elicitation task, in which participants were given descriptive
prompts and 10 seconds to form mental images. Examples of
prompts include: “A child holds an ice cream cone with three
scoops. The ice cream falls onto the hot pavement.” “A storm
cloud gathers over a city. A lightning bolt strikes.”

Before the task came training. For DES, this involved three
days of DES sampling during the participant’s everyday life—
going to class, cafés, etc. Participants received six beeps a day,
jotted down their consciousness experience in the moment before
the beep, and received hour-long interviews within 24 hours of
sample collection [Fig. 1].

For micro-phenomenology, training was much shorter.
Participants were given a task shortly before the main task—to
spell the word octopus. Participants were then interviewed to
give them some practice and familiarity with micro-
phenomenology and the interview procedure [Fig. 2].

For the task, the DES portion involved 32 pre-recorded
prompts. 10 seconds followed each prompt, allowing for mental
imagery formation. Five random beeps were interspersed
throughout the task, ranging from 1-10 seconds after the prompt
concluded. There was a DES interview after each beep. J.B.-K.
conducted these interviews [Fig. 1].

The micro-phenomenology task involved 2 prompts. These
were on separate days. Participants again had 10 seconds after
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the prompt to form mental images. They were interviewed
following the guidelines for micro-phenomenological interviews
[7] after each prompt. E.W. conducted these interviews [Fig. 2].
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Figure 2: Micro-phenomenology training and task

4  RESULTS

4.1 Similarities

Image characteristics - Both methods uncovered common visual
phenomena. One example of this is with GIF-like repetition. This
may be something specific to our current digital age. These short,
repeating moving images are common on social media. Many
older people in DES sampling have mental images in black and
white [14]. The technologies of our age may shape our perception
and perceptual cognition.

Other commonalities include elements changing over time.
For both methods, images didn’t always emerge fully formed.
And micro-phenomenology further shows how images morphed
or how new elements entered. For both methods, images could
either be moving or static.

With both methods, mental images had differing levels of
detail—inter- and intrasubject. Images were sometimes clear.
Sometimes they were fuzzy, indistinct, ghostly, or blurry. Visual
elements were sometimes realistic and sometimes cartoonish.

Interactions with other modalities - Inner images could interact
with other types of experience. Both methods revealed words and
images interacting. Micro-phenomenology revealed participants
sometimes innerly repeating words from the prompt. In one case,
these words were a distraction from forming images. In another
case, they spurred on a new visual perspective.
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For DES one participant misheard the word ‘chirp’ as ‘gerb’.
At the moment of the beep, she was innerly repeating it,
wondering what it meant, and had a visual impression without
any visual elements explicitly present—just a large mass.

Images could also interact with feelings. DES found that 1/5 of
samples involved feelings. These were sometimes positive in
valence (‘calm’) or sometimes negative (‘dislike’). Certain
prompts correlated with negative feelings—Ilike the prompt “A
family gathers around the dinner table. The father starts serving
food.”

Micro-phenomenology also found feelings. For example, for
a prompt about two children skating on a pond, Jelka added a
mother to the scene and projected her own worry onto the
mother.

4.2 Differences

Visual differences - While there were similarities concerning
mental imagery formation, there were differences as well. With
DES, for Jelka, all 5 prompt samples involved imagery with a
dual vantage point. She was both looking at the image from a
distance but at the same time had another vantage point of being
surrounded by the scene. Think of simultaneously watching a
movie on a screen and being in the movie as the main character.
Since this dual vantage point was found in all of her samples, one
might expect it to be a generalizable feature of her mental
images. But micro-phenomenology didn’t find it. It found
instances of 3" and 1* person inner images for Jelka, but never
both at the same time. Perhaps the dual vantage point was present
but not apprehended.

DES findings focused more on characteristics of mental
images.
—Images can have borders, no borders, or focus can be on the
center so the participant is unsure of whether or not the image
has edges.
—Images can be in a separate mental space or positioned over
the real world, for instance on a “3D screen.”
—Mental images can involve aspects that would be impossible
in real physical space.
—Two simultaneous visual spaces can be present at the same
time. For example, Anna had one visual space of children skating
on a frozen pond, and a separate space where she was creating a
face to add to the children.

Time — Micro-phenomenology focused more on experience
evolving over time. We can see how imagery changes. We can
see how participants interact with prompts, referring back to
them, and playing with them. We see the broader experience of
the task.

—Some elements came naturally, others required concentration.
—Elements could be disproportionate and not fit with the scene.
For example, Jelka imagined a tree with birds that didn’t fit with
the rest of the scene. It was too big, and a different color. We see
how new elements enter and how they relate to previous
elements.

! Procedurally, there seemed to have been an effect of experience with one method
on participants’ approach to the other (new) method of investigating experience.
For instance, participants who started with DES and then moved on to the micro-
phenomenological interviews approached their experience with more skepticism
and caution than those who started with micro-phenomenology. Conversely, one
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—The task could involve constrained freedom or constraint.
Jelka felt constrained at times. She had to imagine things she
wasn’t interested in. Anna, especially, felt freedom. She could
imagine whatever she wanted. Anna also played with the
prompts. For example, given a prompt about a boy with three
scoops of ice-cream, Anna imagined three ice-cream scoop tools.
We can see how she engaged with the task, lightheartedly testing
how far she could push the prompts. DES could not have
revealed this entire sequence of trying out different visual
components.

5 DISCUSSION

Despite similarities, these methods have different scopes and
reveal different results. Micro-phenomenology revealed more
temporal dynamics. We saw how images evolved over time, and
how participants interacted with the prompts. DES revealed more
visual characteristics of images. This is contrary to Petitmengin’s
comment concerning DES’s limited experiential detail: “I doubt
whether the beep enables the interviewee to direct his attention
from ‘what’ to how’, unless by chance” [7]. It also goes against
claims from Froese, Seth, and Gould that DES adheres only to a
“shallow conception of consciousness” [15].

Note that methods differed in the treatment of fine-grained
details. DES revealed dual aspect imagery and micro-
phenomenology did not. This could have been the result of
differing experience or a product of the research design where
training with one method alters reporting with the other method.!
It could also be a result of one or another method hewing more
closely to experience. If this is the case, we need to make sure
our methods are faithful. Methods that distort experience may
lead to disagreements and stall progression of the study of
consciousness. For this reason, issues with retrospection,
memory distortion, presuppositions, and biases need to be
handled carefully. Practitioners of any method need to question
what its intent is, whether its guidelines are coherent, and what
research questions it can and can’t answer.

Horizons are open for refinement of methods and
experimentation. Emerging research is even combining elements
from micro-phenomenology and DES [16-19]. Oblak, for
example, combined influences from both methods for interviews
investigating experience during a visual-spatial memory task
[16]. Springinsfeld conducted micro-phenomenology inspired
interviews shortly after targeted experience—aiming for
interviews on the same day as a bulimic individual’s vomiting
episodes, to minimize retrospection demands [17]. Caporusso
used DES-style beeps with an interview method hewing more
closely to micro-phenomenology in order to better understand
sense of self and boundaries in daily life and compare this to
experiences of boundary dissolution [18]. And Bass-Krueger
adapted DES to a slightly wider temporal scope to investigate
what is really meant by a ‘moment’ of experience [19]. Critical
methodological pluralism is important going forward. We must
acknowledge differing avenues of exploring lived experience,
while questioning where exactly these avenues lead us.

participant who started with the micro-phenomenological interviews and then
moved on to DES at first found the latter method ‘too skeptical’ and both required
at least as much training as participants with no prior experience with first-person
reporting. However, with such a small sample, it is hard to disentangle how
experience with one method or the other may have influenced our final results.
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ABSTRACT

The following article is a condensed version of a review
paper which was motivated by the hypothesis put forward
by Benuskova and her colleagues that an ongoing pre-
and postsynaptic spontaneous activity (SA) determines
not only the degree of input-specific LTP elicited by
various plasticity-inducing protocols, but also the degree
of associated LTD in neighbouring non-tetanized inputs. It
appears that understanding regularities of spontaneous
activity can help us define boundary conditions for both
LTP/LTD induction and maintenance. We look into LTP
and LTD induction in excitatory glutamate synapses, their
interrelatedness and connected non-glutamate plasticity.
We then assess the role of SA in plasticity and consider
what it means for in vitro studies where SA is limited. We
inquire how anaesthetics affect the general capacity for
LTP and LTD induction and maintenance and we join this
with results on their effects on SA. All of this is taken
together in order to suggest protocols of notable
ecological validity and to provide an argument in favour of
procedure standardization in the field.

KEYWORDS

Hippocampus, Cerebral Cortex, Anaesthesia, Sleep,
Spontaneous Activity, Synaptic Long-Term Potentiation
(LTP), Synaptic Long-Term Depression (LTD)

INTRODUCTION

In the process of learning, there is both an increase of
electrochemical signalling in some synapses and a
decrease thereof in others. Potentiation and depression
include many physiological changes and are therefore
more stable over time in comparison to facilitation and
inhibiton  [1]. The general understanding of
NMDA-dependent LTP is as follows: presynaptic
stimulation opens postsynaptic NMDA channels which
cause a rise in postsynaptic Ca2+. Strong depolarizations
displace magnesium ions, which open more NMDA
channels in a positive feedback loop manner. The
postsynaptic neuron accepts even more Ca2+ ions, and
this superfluous concentration of Ca2+ then activates
CAMKII, increases cAMP and PKAIl concentrations.
Activated CAMKII is known to increase the volume of the
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dendritic spines [2] and stimulate new AMPAr integration
[3], with both of these processes being key criteria for
successful LTP.

In their seminal work, Abraham and Goddard [4] showed
that there is otherwise a notable difference between
homosynaptic and heterosynaptic plasticity:
“Homosynaptic plasticity occurs at synapses that were
active during the induction. It is also called input-specific
or associative, governed by Hebbian-type learning rules.
Heterosynaptic plasticity can be induced by episodes of
strong postsynaptic activity also at synapses that were not
active during the induction, thus making any synapse at a
cell a target to heterosynaptic changes. Both forms can
be induced by typical protocols and operate on the same
time scales but have differential computational properties

and play different roles in learning systems.
Homosynaptic plasticity mediates associative
modifications of synaptic weights. Heterosynaptic

plasticity counteracts runaway dynamics introduced by
Hebbian-type rules and balances synaptic changes." [5].

A conceptual shift in our understanding of “activity
dependence” in heterosynaptic plasticity occured after the
following experiment: Prior to stimulation the medial
perforant pathway (MPP) and the lateral perforant path
(LPP) were equally weighted. With low-frequency
stimulation spontaneous input activity was largely
correlated and only simultaneous or closely successive
spikes at these two inputs could fire the postsynaptic
granule cell. Meanwhile high-frequency stimulation of the
MPP decorrelated the activity between LPP and MPP,
which lead to lower postsynaptic activity. Notably, there
was no heterosynaptic LTD when the presynaptic
spontaneous activity was blocked [6]. This became known
as the Benuskova-Abraham model which explains
"heterosynaptic" LTD as a homosynaptic phenomenon
due to presynaptic activity.

Meanwhile, the baseline difference between LTP- and
LTD-inducing protocols can most simply be illustrated with
a difference in stimulation protocols: "900 pulses of stimuli
induced LTD when applied at lower frequencies (1-3 Hz),
and induced LTP when applied at a higher frequency (30
Hz).“[7]

All of the aforementioned considerations led researchers
[8, 9] to investigate the role of background SA in memory
formation. It should be noted that any activity which is not
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evoked by immediate sensory processing can be
considered as spontaneous [10, 11, 12]. The goal of our
review was to integrate evaluations of all known
processes that affect the animals ability to “create a
memory trace”, whether it is the physiological condition of
the animal or how the inquiry into physiological change is
performed.

METHODS

Data was collected from 232 peer-reviewed studies on
excitatory glutamate synapses of granule cells in the
dentate gyrus, CA1 neurons of the hippocampus (HPC),
and cortical (CTX) networks, including those that dealt
with developmental, pathophysiological and behavioural
data. We also included computational studies of synaptic
plasticity. In the process of integration, various types of
methodological differences had to be kept in mind.

RESULTS and DISCUSSION

At the onset of writing we wanted to achieve a sound,
precise and conclusive multivariate analysis. Yet this
numerical approach proved to be impossible due to
overarching disparities in experimental protocols. The
differences in methods and materials make these
experiments dissimilar to the point of barely studying the
same phenomenon at all, not to mention the consideration
that plasticity phenomena are not a uniform class to begin
with [13]. In the following sections, we are nevertheless
able to provide some conclusions about which variables
ought to be controlled for so that the experimental work is
ecologically valid while also giving results that are
available for inferences on subsequent, more complex
paradigms within the study of memory.

Firstly, the evidence that SA plays a key role in induction
and maintenance of proper strength of LTP and
concurring, homeostatic LTD is overwhelming [14, 15,
16]. In order to provide a realistic picture of synaptic
plasticity (in which SA is as natural as possible),
experiments on intact tissues should be given preference
[17], since all nerve ablation limits physiological SA input.
For example, when studying the CA1 region, its
connections to CA3 [18], the dentate gyrus [19], the
entorhinal CTX [20] and the medial prefrontal CTX [21]
ought to be maintained. Considering norepinephrine [7]
and dopamine [22] modifications on glutamate-synapse
plasticity, there is good reason to believe that both the
amygdala and nucleus accumbens should remain
connected to the HPC area under study. But when it
comes to the CTX, the scope of kept projections largely
depends on the cortical region in question. Unsurprisingly,
and in accordance with many authors referenced in the
full paper, a preference for in vivo recordings is advised
[17, 23, 24]. Nevertheless, many authors agree that
thoughtful attention to in vitro conditions could still prove
fruitful.

Secondly, no matter the nature of the preparation, we
would do best to also keep track of what is happening on
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other, non-glutamate synapses — since these signalling
chains are extensively interdependent. Along with the
previously mentioned norepinephrine and dopamine
receptors, endocannabinoid, GABA and various
acetylcholine receptors should be accounted for in order
for us to be able to interpret and generalize our findings
[25]. Surveillance of tyrosine [25], serine [26],
adenosine/ATP [27] and Ca2+ secretion [28] whether it be
from neighbouring neurons or glial cells also appears to
play a vital role in outcomes of synaptic plasticity.
Especially in the case of astrocytes, close monitoring of
glutamate secretion should not be neglected. As far as
the author is aware, all of these recordings are not
possible simultaneously - so a full analysis would require
iterations of the same paradigm with different
permutations of controlled variables. Although genetic
similarity of laboratory animals is regular practice, we
have found evidence that conditions regarding nutrition,
activity, sleep and stress should be matched as closely as
possible, as they all play a role in establishing baseline
stress levels and ionic/aminoacid signalling [29, 30].
Stress/norepinephrine [31] minimization through ensuring
environments that best resemble the ecological niche and
allow for natural behaviours is crucial both in terms of
deriving inferences on physiological plasticity in humans
and ethical concerns. Due to dendrite [32] and button [33]
restructuring that occurs in synapses after the process of
learning, it would be advised to scan for their baseline
structure since an intricate confluence of signalling chains
appears to take place at that scale.

Thirdly, we have taken a stance that if we are to study
memory itself, we should focus on studies where it is
represented as a "fully learned association with practical
effects" which can be doubtlessly confirmed only with
experiments within behavioural paradigms [34, 35]. This
functionalist approach requires multiple-synapse learning
with behavioural timescales (seconds-to-minutes). Not
only that, but it is also unquestionably dependent on
replay during sleep [36], which means that an
understanding of phosphorylations [37] and gene
expression [38] is an indispensable part of the puzzle. If
we are to understand memory, we ought to control for
post-learning sleep duration and composition, but also for
the quantity of operative gap junction [39] channels that
extensively contribute to the plasticity-related signalling in
sleep, both through slow oscillations and sharp-wave
ripples [40].

In short, there is overwhelming evidence that SA within or
outside the region of interest is crucial to synaptic
plasticity in a myriad of forms (post-tetanic spiking [41],
bursting [42], theta oscillations [43], slow oscillations [44]
and sharp wave ripples [45, 46]) and that all of them
should be taken into consideration. The more complex the
type of learning (declarative vs. nondeclarative,
behavioural sequences vs. single behaviours, simple
classical conditioning vs. nonassociative learning), the
larger the region of interest and the more notable the
effect of these sleep phenomena. This compounding of
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complexity also applies to most previously mentioned
signalling, as the area of messenger perfusion also
grows.

Lastly, both in vivo conditions and tissue extraction
demand the use of anaesthetics. Due to its equal effect
on inhibitory and excitatory receptors, which results in
successful plasticity induction while also providing
sufficient insentience, application of urethane seems to be
the best option for studying plasticity, at least in adult
subjects [47]. According to previous research, isoflurane
appears to be the second best choice. There is some
evidence to believe that sevoflurane is a good option for
experiments in the neonatal period [48]. There might be
some alternatives to anaesthetic predicaments, e.g.
severing some sensory projections, usage of
neurotransmitter perfusions that would correct for their
effects, such as norepinephrine [36], or a combination of
both measures. Nevertheless, a routine use of these
remains in the realm of the hypothetical since the
bioethical committees might remain sceptical about what
lowering the anaesthetic dose would mean in terms of
sentience and anguish [49, 50].

At this point in time, we are far from being in possession
of any sort of statistical law that could be considered
ecologically valid even in simpler types of
learning/plasticity. The author is aware that the variables
listed in the previous sections taken together are
essentially calling for an "ideal experiment" which is
entirely unattainable within one laboratory. Yet it appears
that a combined effort of multiple institutions could
overcome these constraints of time and funding and make
greater strides in the integration of experimental results
into a cohesive body of knowledge. A collaborative search
for a law that could easily generalize across experimental
conditions should most likely start with a standardisation
of materials and methods and careful coordination of
experimental tasks within the in vitro domain of plasticity
in order to gradually build up towards the end goal of
understanding declarative memory formation.

In conclusion, our research could only show that the
spectrum of phenomena contributing to various levels of
plasticity is strikingly wide and heavily interconnected - to
the point that a comprehensive understanding of learning
is apparently not achievable through inherently
untransferable results of nonpartisan research.
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ABSTRACT

During the Covid-19 pandemic, the spread of disinformation
became more apparent. Much of that disinformation focused on
health-related topics and the current health crisis, often claiming
to be scientific information. Trusting scientists became crucial to
counter the pandemic effectively as a society; however, science-
related disinformation and so-called pseudoscience provided
new challenges for societies. These beliefs often overlap with
other types of disinformation and conspirational thinking,
making them very attractive to human cognition. Twenty semi-
structured interviews were done in 2020 to investigate
individuals' trust in science, governments, and media. The
interviews focused on information sources and the conclusions
drawn from the situation to determine how individuals estimate
information sources' trustworthiness.
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1 DISINFORMATION AND PSEUDOSCIENCE

1.1 Dimensions of disinformation

Disinformation is most commonly defined as false information
that is deliberately propagated and distributed [1, 2, 3, 4]. The
concept of disinformation includes various dimensions and
aspects, which often overlap and influence each other [1, 3].
Kapantai et al. (2020) developed a taxonomical framework to
include important types of disinformation, including the motive
(profit, ideological, psychological, and unclear), facticity, and
verifiability as dimensions. That resulted in eleven kinds of
disinformation, including, for instance, conspiracy theories,
pseudoscience, hoaxes, trolling, or clickbait. Disinformation can
also be partly true to make it more credible [5].

*This abstract is partly based on the author’s Master thesis: Digital Literacy and
Pseudoscience in Crisis Response. The Case of COVID-19 in Austria (University of
Vienna 2021).
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Disinformation often speaks to human emotions and touches
upon controversial or ideologically charged topics [5] as “people
have a taste, a predisposition even, for it” [5, p. 57], and virality
helps content to be distributed widely [6]. As soon as such topics
are concerned, the content is often not that important to be
empirically correct and reasonable. However, a social identity is
afforded by believing that content is valuable [7]. Making certain
beliefs their identity does not only lead to an ignorance of facts
(ibid.), but it also enables people to think along ideologically
polarised lines with affective disdain for outgroup beliefs [8].
Therefore, believing, for instance, that the earth is flat goes
beyond holding a belief but is used to form identities. Around
these identities, movements are formed, and, in the case of flat
earthers, for instance, people are willing to lose their jobs,
friends, and family relations to be part of the group [7].

A kind of disinformation that has become crucial, especially
during the Covid-19 pandemic, has been dubbed pseudoscience.

1.2 What is pseudoscience?

Distinguishing science from pseudoscience is not a simple
endeavour. Some paradigmatic cases might exist where
philosophers and scientists agree, but other examples remain
undecided or on the fringes of science. Ultimately, the question
of defining science and delimitating it from non-science comes
down to a fundamental question of philosophy, mainly what
knowledge is and how we attain it [9]. Pseudoscience can be
understood as a discourse about a specific subject matter, and
what is considered pseudoscience, like science, changes [10].
Defining pseudoscience often “involves subjects that are either
on the margins or borderlands of science and are not yet proven,
or have been disproved, or make claims that sound scientific but
in fact have no relationship to science” [11, p. 203]. Several
characteristics can be identified to designate the likelihood of
adherence to pseudoscientific or non-scientific claims. For
example, the language used to describe the phenomenon or
research results often indicates the credibility of the reported
results or evidence. The excessive use of technical terms and
scientifically sounding language, for instance, in press releases,
might lead to trust and acceptance of the presented results due to
the impression of smart people doing important work. These are,
however, not doing a great job in communicating science, and
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more importantly, some elements of good scientific practice can
be commonly understood [12]. Pseudoscientific theories often
use language full of epithets and refer to emotions and religion
or use ideological markers.The presentations often include theses
and evaluations presented as unequivocal [13]. The method used
might not be scientifically sound. For instance, anecdotal
evidence and not controlling for other variables, very small or
unrepresentative  sample sizes in establishing causal
relationships, lack of control groups, or blind testing might
indicate unsound methods. Moreover, many pseudoscientific
studies tend to select parts of their evidence, which allows for a
very charitable interpretation of studies to support a predefined
conclusion [12]. As there is not one comprehensive definition of
pseudoscience, issues fall more or less under its spectrum. I will
consider the above-outlined characteristics during my empirical
investigation. Pseudoscience and science are historical
phenomena that inform the decisions societies make about what
is considered the truth. Attempting to define pseudoscience
involves making claims about the nature of science. Overall, no
methodology has been developed that allows for a general and
comprehensive distinction [10], with Popper’s principle of
falsifiability [14] not solving the problem satisfactorily [15]. Ina
culture that highly values science, other domains such as religion,
politics, or literature are often closely associated with science and
seem to borrow scientific language, theories, or methods [11].
Later, theories might be reevaluated and reclassified as science
or pseudoscience [10]. Pseudoscientific beliefs are not a
marginal phenomenon and influence public policies [9, 16]. For
example, during the Covid- 19 pandemic, pseudoscientific
explanations for the causes and cures of the virus surged [17].
Therefore, these beliefs, especially in crises, when public
policies might be more crucial to follow, and such beliefs could
be detrimental to society. However, belief acquisition is not
always easy, as human beings are prone to biases and faulty
conclusions.

2 STUDYING THE LIMITS OF SCIENCE

2.1 Method and participants

Twenty semi-structured [18] and problem-centred qualitative
interviews [19] were conducted in November and December
2020 with Austrian volunteers (N=20, 16 female, age 19-65, SD
=13.8). Interviews were led in German, and the author translated
quotes. Interview participants were volunteers. Therefore, the
researcher did not have much influence on their gender. However,
gender was determined not to be a crucial influence on the study.
The discussions included several topics. However, only one part
focusing on trust and attitude towards the government, scientists
and media is contained in this paper. Some limitations must be
outlined when doing qualitative interviews online. Conducting
interviews online limits the information transmission compared
to real life interviewing face-to-face. The qualitative study was
done at a specific moment of the pandemic and thus only reflects
participants’ attitudes during that time. Furthermore, participants
might be hesitant to share pseudoscientific beliefs or denial of
science with a researcher. Therefore, no outright questions about
such ideas were asked.
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2.2 Results: “I don’t know what to believe
anymore”: doubt and trust in times of crises

Participants used various sources of information about the
Covid-19 pandemic, including online sources, TV, radio and
conversations with friends and family. When asked about the
sources participants considered trustworthy or not to provide
information about the Covid-19 pandemic, various categories
were mentioned, including the media, social media, social
contacts, and the government. However, the trust did not seem to
be easily acquired or granted among participants. Social aspects
were considered influential in attributing trustworthiness (P3,
P6). Therefore, a reason to trust a source would be that people
from an individual’s social circle would also trust it (P3, P6, P19).
Furthermore, authenticity and “thinking outside the box” (P13)
were considered trustworthy traits of people. Some said they
would trust family members, doctors or journalists they knew
personally (P2, P11).

Participants trust media if they provide sources with more
information about the topic in question (P3), including links to
other trusted websites (P4). Furthermore, if the information could
be cross-referenced with scientific sources (P14), and if scientists,
experts, or studies are included (P20), the trust in media sources
is increased. Furthermore, including various opinions was
considered a sign of trustworthiness (P6, P1). These opinions
permit looking at a subject from multiple viewpoints (P3) and
discussions by different people (P3, P14). The content would not
be considered trustworthy if a personal opinion were presented
as objective truth (P3). Furthermore, the presentation of
information in the media and on the internet influences the
attribution of trustworthiness. Accordingly, the way people post
something, specifically the language (P14), if they write whole
sentences and if they explain the context of an article (P4) or if
something is not formulated blatantly (P18) and frequently based
on emotion (P5) it is considered more trustworthy. However,
trust was not attributed without reservation for many participants
as they perceived the media as having their agenda (P8, P13) and
being prejudiced (P14), but still more trustworthy than social
media (P8). On the other hand, some did not consider the media
“a source to find out what is really happening” (P13), and one
participant mentioned that they “don’t believe anything anymore”
because “[...] it is not explained what the numbers mean at all or
put into a context from which area the numbers come from and
how they were created at all” (P16). Social media was not
considered trustworthy because a lot of information originates
from private individuals (P19). Moreover, assessing the
trustworthiness of information on social media is challenging
(P1), even though most participants considered some people they
were friends with on Facebook trustworthy (P3, P4, P15). Some
participants based their trust on intuition and how they felt
regarding the media and online information. One participant
described it as follows: “When I open that, how does it ‘feel” if I
move towards a platform, then I read how the information is
structured, and I read the first paragraphs, and when something
is in there that seems a bit strange to me, then [ would get out of
there and look it up somewhere else. So, it depends on how it is
in a textual sense and how the information lies in front of me”
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(P15). More specific descriptions of that feeling included if
something seemed “out of touch with reality” (P5), what sounds
reasonable (P3), to use one’s common sense or if it appears
strange (P18). Participants furthermore attributed trustworthiness
to sources or information that would confirm a worldview.
Accordingly, a participant described that other people with
differing worldviews would find different information
trustworthy and objective (P6). Additionally, reputation was a
source of trustworthiness, especially in the media (P10, P19).
Some participants mentioned the government and ministries as
trustworthy sources of information. One participant said, “in the
last months, I have experienced things where I was not sure in
the moment can I trust anyone, and this is now a purely emotional
thing because you cannot know anything anyway” (PS).
Furthermore, a participant claimed that “somebody is telling me,
I cannot go to university anymore, that I cannot see people
anymore, who is that somebody who would permit that, who
decides about me, that I cannot do that anymore” (P5). Some
participants showed understanding of the difficult decisions the
government needs to take right now, claiming as they would not
want to be in their position or get involved, they would need to
comply with measures (P11).

Furthermore, some participants claimed that everybody would
need to find their way of dealing with the situation and meet as
many people as they would think appropriate (P14), emphasizing
the responsibility of individuals (P5, P14). Many participants
mentioned the adverse consequences of the measures. Some
agreed that these consequences, including the dangers of a
lockdown (P1), were not discussed enough (P1, P2, P16, P17).
Some were worried about restricting civil rights during the
lockdown and possible dangers to democracy (P9, P1), claiming
that the government could not implement a curfew as it violated
human rights (P1). Participants wished that people were given
more credit (P20, P13), which included telling them to take care
of their immune system and take vitamins (P13). Another
participant would have wanted different perspectives on the
transformation happening in 2020, as communication is
changing and more telepathy will be possible due to that change
(P5). According to participant 13, not discussing alternative ways
of handling the pandemic can be attributed to international
pressure (P13).

The plurality of opinions is generally valued highly among
participants as it is essential that everybody can share their
standpoint and how they arrive at their conclusions because
everybody has a good reason to think as they do (P2, P1).
However, according to some participants, not all opinions and
standpoints were listened to somewhat during the pandemic. For
instance, the questions “masks yes or no these questions are not
allowed to be asked because we are being beaten down by all
these numbers” (P13), and they should listen to people who have
other methods (P14). Some observed that a division between
opinions and people was taking place in the general society. In
that regard, only two contrary camps seemed to exist, and only
to “be for Corona or against, a middle course or a differentiated
account was not possible” (P17). That means, participants were
worried that a nuanced debate about issues regarding the
pandemic was more difficult.
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Moreover, participants observed how people changed and
suddenly believed entirely different things (P16, P2, PS).
According to participants, everybody should state their opinion
but has the responsibility to do it respectfully (P15). An
individual’s history is crucial to consider to make respectful
interaction easier (P2). Participants elaborated more in detail on
how they formed their own opinions about the measures, the
communication, and the pandemic in general. Some attributed
the decision to believe the information from a source to intuition
(P12) or if it seems strange (P20), as highlighted previously in
section 6.4.1. Furthermore, they highlighted the influence of
social factors, such as the influence of people they would talk to
(P5), for instance, in their workplace or people who had the
illness (P14), even if they disagreed with them (P5). They would
like to discuss these issues among their circle of friends as some
would be more active and critical and might introduce other
perspectives (P14). If some- thing seems strange, however, they
would try to find other opinions (P20), and online they would
follow links from friends (P9) or try and consume contrary
opinions (P5). Overall, participants would form their opinions by
combining various other opinions (P8), questioning their
worldview, and staying open for new information (P14), and
reflect on it (P5). Participants highlighted difficulties with
opinion formation about the Covid-19 pandemic, as one
participant summarized: “I believe a big problem is that there are
so many people, where it is claimed, ok, [ am a doctor in that area,
and I say this and that. And the doctor then says that and you
don’t know, is that person really a doctor, do they really know
about that. I mean, probably they are doctors but did they actually
engage with that issue, or are they just saying anything? There
are so many doctors that have different areas of expertise and, of
course, various experiences and a different level of knowledge,
so you don’t know where the information is coming from” (P16).

3 DISCUSSION AND CONCLUSION

Participants highlighted some specific topics as instilling the
most significant doubts about trustworthy sources considering
the Covid-19 pandemic. Science was considered a trusted source,
but various indications showed that participants had significant
doubts regarding the scientific consensus about Covid-19, for
instance, that they would not know what it really was (P1) and
that it was the flu, which is unpleasant but not particularly
dangerous (P13). Tests to determine infections were doubted in
their validity and efficacy (P16) and are considered inaccurate
(P13). Even though the interviews were led before Covid-19
vaccinations were widely available, mandatory vaccinations
were already a big concern for some participants, which are
thought to change society (P11) and should be well prepared to
take people’s fears about the vaccinations (P20) as chaos might
ensue if vaccinations become mandatory (P12). Furthermore, the
topic of not being told everything was present regarding the issue
of vaccinations. Participants worried about what would happen
to the Austrian culture and the country if vaccinations were
mandatory (P11). An electronic compulsory vaccination
certificate was mentioned as a source of worry for a functioning
peaceful democracy (P9). Various conspirational elements
seemed to be present during interviews. For example, some
participants were worried about democracy and the rule of law in
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Austria. One mentioned that a friend who is a doctor told them
that now with the pandemic, the government can achieve things
they could never have done without the pandemic (P13), which
happens behind the scenes and might endanger our democracy
(P9). In that regard, with the climate of fear, the government “is
trying out how far it can tighten the thumbscrews” (P9), and the
government lies, meaning something changed in a significant
and sustainable way without people knowing (P9). In that regard,
a participant stated the government was “catholic, dishonest and
tendentious” (P11) and that it “actually does not have a plan [...]
only false numbers, false facts, false something” (P17). Some
doubted the democratic nature of the situation, as not everything
is communicated (P18) in our “so-called democracy” (P12). One
participant summarised the situation as follows:

“Honestly, it is a bit authoritarian because the information comes
from above. Kurz [the Austrian chancellor] speaks from the
microphone, and everyone listens, sits in front of the TV or
channel, listens to him, and then it is done. I don’t think that’s
democracy. How that has now developed individually that
certain events were then possible, these self-initiatives that have
then taken place in conformity with measures I find again thanks
to people with whom I live together that we are democratic.
These two perspectives in my social environment where you get
together and ask if it’s okay if you can hug someone or sing with
each other even though choirs are not allowed to practice so that
in agreement with the others, of course, works because we are
not in the snitch system and the Biedermeier maybe it seems so
but not quite.” (P5).

All participants seemed to struggle with doubts regarding
handling the pandemic in 2020. These doubts focused either on
the government or on science. The media seemed to be the most
trusted. However, some would argue that they would only report
uncritically. If doubts focused on the government, they seemed
to lean more towards a conspirational mindset. Doubts regarding
scientific consensus about Covid-19 are mostly deemed to adhere
to pseudoscientific beliefs such as Covid-19 is the same as the
flu or tests/masks do not work. However, a mix of pseudoscience
(vaccines do not work) and conspirational tendencies (there is
some more extensive agenda) could be observed when discussing
vaccinations. In conclusion, the frequency of social media use
and the content consumed should not be overestimated, as an
individuals’ immediate social environment (i.e. friends and
family) seems to have a more significant influence on their
beliefs.
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ABSTRACT

In the paper, I review some of the emerging philosophical litera-
ture on the problem of using artificial neural networks (ANNs)
and deep learning in science. Specifically, I focus on the problem
of opacity in such systems and argue that although using deep
neural networks in cognitive science can produce better results,
it can also acts as a barrier to gaining new understanding of
cognitive processes.
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1 INTRODUCTION

Early on in their inception, connectionist approaches in cog-
nitive science faced challenges from proponents of competing
approaches. One of the leading theorists of the classical symbolic
approach, J. Fodor and Z. Pylyshyn [7], for example, argued that
connectionism could not account for four essential properties
of cognition - i.e., productivity, systematicity, compositionality,
and coherence - and thus was not a sufficient theory of the mind.
We now have good reasons to believe that their argument does
not hold [11]. Indeed, in their demonstration of the supposed
inadequacy of connectionist models, Fodor and Pylyshyn only
considered very simple models with local representations. But it
turns out that more complex models with distributed represen-
tations can satisfactorily solve the explanatory task. Contrary
to what Fodor and Pylyshyn claimed, we can therefore show
that even connectionist cognitive models are powerful enough
to exhibit the required properties.

Fast forward forty or so years in the future, scientists using
artificial neural networks (ANNs) and deep learning to study
cognitive functions now face a different problem. One of the
key advantages of present day ANNSs that use deep learning is
their increased complexity and depth [4]. But because of their
increased complexity, such systems can become opaque in a way
that even the researchers developing them do not understand
some key aspects of how they work [10]. Present day ANNs can
thus be used to model cognitive functions much more successfully
than before, but because of their opaqueness, it is unclear what
new insights such successes are generating [5].! If researchers in

!In contrast to this, Sullivan [14] argues that the problem of contemporary ANNs
is not their opacity, but “a lack of scientific and empirical evidence supporting the
link that connects a model to the target phenomenon.” But see Rdz and Breisbart
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the 1980s talked about an explanatory task, the problem scientists’
face today could be called an explanatory barrier.

In this paper, I will review some of the emerging philosophical
literature on the problem of using ANNS in science. First, I will
briefly introduce the problem of opaqueness or the so-called back-
box problem. Then, I will present a paper by Erasmus et al. [6]
which provides a detailed analysis of the notions of explanation
and understanding that are central to thinking about the problem.
After that, I will present Florian J. Boge’s [3] argument that we
can talk about two distinct dimensions of opacity in ANNs. In
the last section, Mazviita Chimirmuuta’s [5] argument about
the implications of the trade-off between predictive accuracy
and opacity for research in computational neuroscience will be
presented.

2 BLACK BOX PROBLEM

Let us first turn to the problem of opaqueness. Authors of one
of the review papers [10] from the field of explainable AT (XAI)
note that the “predictive accuracy [of machine learning systems]
has often been achieved through increased model complexity.”
This increased complexity, “combined with the fact that vast
amounts of data are used to train and develops such complex
systems” has inherently reduced researches’ ability to “explain
the inner workings and mechanisms” of these systems. As a
result, “the rationale behind decisions [of these systems] becomes
quite hard to understand and, therefore, their predictions hard
to interpret” Therefore, they say that “there is clear trade-off
between the performance of a machine learning model and its
ability to produce explainable and interpretable predictions” The
authors of anther review paper [1] reached a similar conclusion:
“Indeed, there are algorithms that are more interpretable than
others are, and there is often a tradeoff between accuracy and
interpretability: the most accurate AI/ML models usually are
not very explainable (for example, deep neural nets, boosted
trees, random forests, and support vector machines), and the
most interpretable models usually are less accurate (for example,
linear or logistic regression).”

Authors of [10] thus distinguish between "black-box" models,
which have state-of-the-art performance but are opaque, and
"white-box" or "glass-box" models, which are more easily in-
terpretable, but not as powerful. In her paper, Chirmuuta [5]
also specifies which aspects of deep neural networks suffer from
opaqueness. She argues that scientists have a good understanding
of “internal architecture and workings” of the systems, i.e., they
know the activation values of the units, the learning rule, the
depth of the network and the connectivity between the layers.
But they do not know exactly how an already trained network
arrives at a prediction or classification.

[13] for an argument that her point rests on a weak and thus undesirable notion of
understanding.
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3 EXPLANATION AND UNDERSTANDING

The black box problem or the problem of opaqueness has re-
sulted in increased attention to research in explainable Al But
one salient feature of the literature on explainable Al is the impre-
cise or even interchangeable use of the concepts of explainability,
intelligibility and interpretability. This is also recognized by the
researchers themselves. For example, the authors [10] observe
that there is “no concrete mathematical definition of the concepts
of explainability and interpretability” Nevertheless, they make a
conceptual distinction between these two terms. Interpretability,
on the one hand, is understood in connection to the ability of
researchers to intuitively understand the relationship between
inputs and outputs of a system. Explainability, on the other hand,
is understood in relation to the ability to understand the inner
workings of a system. In contrast, authors of a different similar
study [9] define explainability as possibility to provide a satis-
factory answer to the "why" question regarding the functioning
of a system. They also make a difference between two levels of
explanation, connected to two different questions scientists can
ask about a system. Namely, “why does this particular input lead
to that particular output?” i.e., a question about the relationship
between inputs and outputs, and “what information does the
network contain?” i.e., a question about the internal workings of
a system.

In their paper, Erasmus et al. [6] point to this shortcoming
of the literature on explainable Al and argue that this imprecise
use of the terms leads to a misunderstanding of the trade-off
between performance and explainability of Al systems. Their
argument proceeds in three steps. First, they offer a more pre-
cise analysis of the notions of explanation and understanding.
Second, they show that the increased complexity of systems af-
fects their undersandability rather than their explainability.? And
third, they offer a typology of possible explanatory methods that
could also increase the intelligibility of systems. Here, I will be
interested mainly in the first and the second step. Therefore, in
the remainder of this section I will first present (a) their defini-
tion of explanation, (b) their arguments that the possibility of
explanation is independent of the complexity of the phenomenon
itself, and (c) the argument that ANNs can be explained. Then
I will present (d) their definition of understanding and (e) their
argument that complexity affects the ability to understand.

Let us start with (a). In defining the notion of explanation,
Erasmus et al. [6] draw on a longer tradition in philosophy of
science which holds that explanation consists of three elements:
(1) the explanandum, i.e., what we want to explain, (2) the ex-
planans, i.e., with what we are explaining, and (3) the process
of explanation. Different models of explanations differ in one or
more of these elements. Four such models feature prominently
in the literature. (I) Deductive Nomological model, in which the
explanans includes empirical content plus a law-like preposition,
and the process of explanation takes the form of deductive rea-
soning. (IT) Inductive Statistical model, in which the explanans
includes a statistical law about behavior of the variables, and
the process of explanation takes the form of inductive or proba-
bilistic reasoning. (IIl) Causal Mechanical model which aims to
show “how the explanandum fits into the causal structure of the

2See Beisbart and Réz [2] for a critique of this point. They say that “the distinction
that Erasmus et al. draw between interpretability and explainability in this way
seems rather stipulative” In contrast, they argue that we should use these terms as
synonyms. Nevertheless, I think that Erasmus et al. [6] point to an important and
well established concetpual distinction between these two terms which should not
be so easily dismissed.
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world”, and thus involves giving information about the causal
process and the causal interaction that leads to the emergence
of the explanandum. (IV) New Mechanist model which takes as
explanans the entities and their activities that are responsible for
the emergence of the explanandum.?

Erasmus et al. [6] then argue (b) that the increased complexity
of the phenomenon we are trying to explain (or of the concepts
and data we use to explain it) does not affect our ability to offer
an explanation for the phenomenon. And (c) that deep neural net-
works can be explained in all four of the ways described above.
The argument for (b) is quite simple: Deductive Nomological
explanation, for example, requires only that the explanans con-
tains a law, and that the process of explanation takes the form
of deductive reasoning. It does not matter how complex the two
elements are. Thus, an explanation that contains a more complex
explanans and requires more complex reasoning may be less
desirable, but it is no less an explanation.

The argument for (c) is a bit more technical. To demonstrate
this point, the authors provide an example of an explanation of
how an ANN, trained to identify dense breast tissue on X-ray
images, classify these images [6]. Let us see how a Deductive
Nomological explanations of such ANN could work. As the em-
pirical content of the explanans, we could use all the information
about the activation values of the individual units in the network
and about the weights between them, as well as the numerical
values of the input data. We could also form a law-like proposi-
tion of the form “outputs with such and such numerical value
are classified as such and such.” In this way, the explanandum,
i.e., the classification of the photograph F into the class r, would
be explained using an explanans consisting of a law-like prepo-
sition and empirical content. In other words, we would have a
Deductive Nomological explanation. Although the arguments for
(b) and (c) were presented only for the case of Deductive Nomo-
logical explanation, authors argue they apply mutatis mutandis
to other models of explanation as well.

Let us now turn to (d), the definition of understanding. As
Erasmus et al. [6] point out, authors who study understanding
do not, of course, entirely agree on its exact definition, but they
commonly observe that, while explanation is necessary for un-
derstanding, it is not sufficient for it. So to gain understanding
of a phenomenon, some other conditions besides having an ex-
planation must be met. There are several candidates for these
additional conditions in the literature, but, as Erasmus et al. argue,
they all have in common that they are “psychological traits of the
user of the explanation.” One such condition is the criterion of
intelligibility. It states that a theory T is intelligible to a scientist
in a context C if the scientist is able to recognize the qualitatively
distinct consequences of T without doing the exact calculations
[5, 6].* Given this, it is obvious that increased complexity of an
explanation or a phenomenon makes it less intelligible and thus
less understandable. Thus, it can be concluded that (e) complexity
affects the ability to understand.

4 TWO DIMENSIONS OF OPACITY

Erasmus et al. [6] argue that while the workings of deep neural
networks are explainable, they are often not understandable for

3Woodword and Ross [17] present a slightly different typology. In particular, they
add Salmon’s statistical relevance model and pragmatic models of explanation.
4Chirimuuta [5] also lists four properties of a theory (or an explanation) that affect
its intelligibility. Those are: (1) the possibility of visualization, (2) the simplicity of
included theoretical assumptions, (3) the linearity of mathematical operations, and
(4) functional transparency.
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human users. In other words, they conclude that we should talk
about a trade-off between the performance of Al systems and
their understandability or intelligibility, not their explainability.
Nevertheless, they seem to overlook another important aspect
of the trade-off. As it is apparent from the definitions of explain-
ability and understandability in Gilpin et al. [9] and Linardatos
et al. [10], there seem to be different ways in which ANNs can
be opaque to humans.

This point is explicated and extended upon by Boge [3]. In
his paper, he presents the following three theses: (1) deep neural
networks are instrumental, and their instrumentality is distinct
from that of other mathematical models; (2) deep neural networks
are opaque in two different ways; and (3) the combination of (1)
and (2) means that in the future, we may not be able to understand
potential new discoveries made by deep neural networks. In the
rest of this section, I will be primarily interested in (2).

Boge [3] begins his exposition of the two aspects of opacity
by defining opacity. He defines it as follows: “a process P is
epistemologically opaque to a subject X at time t if and only if
X does not know all the epistemically relevant elements of the
process P at time t” He then distinguishes between two aspects of
the opacity of deep neural networks. First, he describes h-opacity.
It concerns the operation of a system: a system is h-opaque if
it is the process of its operation that is not not intelligible to its
human users. This is the opacity that results from the complexity
of deep neural networks and hiders the understanding of the
connection between input and output data. But as Boge notes,
this type of opacity is not qualitatively different from, say, the
opacity of other complex computational simulations, e.g., climate
simulations. He therefore identifies another aspect of opacity
that is specific to deep neural networks. This is w-opacity, which
concerns the representational content of the system (what was
learned). According to Boge, in deep neural networks, not just the
process that takes a neural network from an input to an output,
but also the properties of the input data that guide this process
are opaque.

This difference is important as it points to a specific problem
that the use of deep neural networks introduces to scientific
research. H-opacity only hinders the understanding of the com-
putational model itself, as it prevents researchers from seeing
how it gets from input to output data. Such opacity can thus be
problematic form an ethical point of view, as it makes it harder
to justify the decisions made on the basis of a recommendation
by an Al system. In contrast to this, w-opacity reduces the po-
tential of deep neural networks to bring new understanding to
the processes studied by the scientists. Even in the case where
promising results would suggest that an ANN represents a given
problem space in a better way than existing theories, w-opacity
would leave this representation incomprehensible to scientists.
Thus, w-opacity has important implications for the use of neural
networks in scientific research.

5 PREDICTION VERSUS UNDERSTANDING

The implications of w-opacity for research in computational neu-
roscience are convincingly presented by Chirimuuta [5]. In this
section, I will summarize her findings. I will do this in the fol-
lowing steps: (a) first, I will briefly outline the research program
of computational neuroscience; (b) then, I will present exam-
ples of two studies from the field, one in which scientists ap-
proached their problem using a transparent mathematical model,
and another in which they approached a very similar problem
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using a w-opaque deep neural network; (c) finally, I will present
Chirimuuta’s version of the trade-off between performance and
understanding that arises when using ANNS in science.

Let us start with (a). Chirimuuta [5] defines computational
neuroscience as “a tradition of research that builds mathematical
models of neurons’ response profiles, aiming both at predictive
accuracy and at theoretical understanding of the computations
performed by classes of neurons.” It is based on the assumption
that information about the external world is ‘encoded’ in the elec-
trical and chemical signals of the neurons. It attempts to solve the
so-called ‘decoding problem’, i.e., it tries to find a mathematical
function that could successfully link neuron spikes to outside
information. Specifically, according to Chirimuuta, scientists try
to devise a theory of how neurons encode information about the
outside world and then write a program, called an encoder, that
performs the translation operation between the stimuli and the
neural activity.

Thus, as Chirimuuta [5] points out, computational neuro-
science pursues two separate epistemic goals. On the one hand, it
aims at accurately predicting the relations between neural activ-
ity and external stimuli (e.g., to predict how neurons will fire if
we show a picture of a square to a primate). On the other hand, it
tries to understand how this translation takes place. Chirimuuta
thus argues that in the past, when even very simple linear models
have proved surprisingly accurate in certain contexts, there has
been a convergence between these two goals. However, with the
development of deep neural networks, which are much more
accurate but w-opaque, these two goals started to diverge.

Chirimuuta [5] presents two examples of such divergence,
one from modeling the functioning of the motor cortex and an-
other from modeling the visual perception system. I will limit my
presentation to the former, i.e., to her comparison between two
studies that tried to model motor cortex activity, Georgopoulos
et al. [8] and Sussillo et al. [15]. In both of these two experiments,
researchers measured the activity of individual neurons in non-
human primates while the primates were performing given tasks.
Georgopoulos et al. [8] present an experiment in which a monkey
was surrounded by eight buttons, with another button straight
ahead. In the experiment, first the button in front of the monkey
lit up. After the monkey held it for one second, one of the other
eight buttons lit up, and the monkey had to press it with the
same hand. Meanwhile, the scientists measured the activity of a
population of neurons in her motor cortex, and tried to establish
a correlation between this activity and the direction of her arm
movement. They did this by simply converting the activity of a
neuron into a vector in three-dimensional space according to a
formula they devised, and then summing the vectors of the indi-
vidual neuronal cells to obtain one vector that represented the
whole neuron population. They found out that the direction of
this vector quite closely matched the direction of arm movement.
Because of the fairly simple math they used, their model was
completely transparent. In addition, the researchers themselves
determined which information about the neural activity is im-
portant and should be used to calculate the movement vector.
The accuracy achieved by the model can thus be seen as a partial
confirmation that these features of neural activity are indeed
important for directing arm movement.

The experiment reported by Sussillo et al. [15] is a bit different.
They also had non-human primates, this time two, implanted
with electrodes that measured the activity of individual neurons
in their motor cortex. But the monkeys did not press buttons;
rather, they had to move a cursor on a screen from a central
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position to a marked position in one of the corners of the screen.
Each monkey performed three series of experiments. First, they
moved the cursor by moving their hand. Then, they moved the
cursor using a brain-machine interface (BMI) that used a encoder,
based on a mathematical model, similar to the one described in
the previous example. In the last series, they used a BMI that en-
coded information using a trained neural network. Each monkey
performed each of the three experiments hundreds of times. The
researchers found that using this ANN based encoder significanty
improved monkey’s performance vis-d-vis the older model. This
suggests that the BMI with an ANN was more successful in trans-
lating between neuronal activation and information about the
outside world. We can thus assume that the ANN either approxi-
mated the mathematical function linking neuronal activation and
external stimuli more accurately or it ‘discovered’ new properties
of the input data that play an important role in the translation.
But the ANN used was both h-opaque and w-opaque so despite
its improved performance, it did not provide scientists with a
better understanding of how the motor cortex works.

Turning to point (c), it should now be clear what Chirimuuta
[5] is getting at when she says that the use of ANNs creates
a divergence between the goals of predictive accuracy and un-
derstanding of neurological processes. Chirimuuta calls this di-
vergence a trade-off between understanding and accuracy. The
trade-off arises because a problem can either be tackled with
models that are not the most accurate, but can be interpreted
and can thus provide us with new understanding of the problem.
Or it can be tackled with ANNs, which, although they achieve
greater accuracy, are opaque and therefore do not bring new
understanding to scientists.

In addition to presenting a dilemma from the point of view of
epistemic goals of science, the trade-off also has some practical
implications. For example, increasing reliance on ANNs to an-
alyze data may be linked to issues related to trust in scientific
findings. In his influential analysis of epistemic trust, T. Wilholt
[16] argued that the reliance between the members of a scien-
tific community is based on the “assumption that the results
[the scientists are] relying upon were arrived at by means of
professional methods suitably employed”. Given the opacity of
ANNSs using deep learning, this assumption might be difficult
to test. Furthermore, some researchers speculated that “hyping”
scientific results (especially in the more directly applicative fields,
such as biotechnology) can ultimately result in a loss of public
trust in science. Although this connection between hype and
public trust have not yet been empirically established [12], it
is not hard to see how focusing on predictive accuracy, rather
than understanding, could further increase the unwanted hype
surrounding scientific research.

6 CONCLUSION

In this paper, I reviewed some of the emerging literature on the
epistemological aspects of the problem of opaqueness in deep
neural networks. First, I used Erasmus et al. [6] to point out that
we need to distinguish between explainability and understand-
ability of Al systems. I also presented their argument that the
increasing complexity of these systems has a particular impact on
our ability to understand them, not on their inherent explanaibil-
ity. Then, with the help of Boge [3], I distinguished between two
dimensions of opacity of these systems. Finally, following Chir-
imuuta [5], I presented this problem using a concrete example of
two studies in computational neuroscience. In this way, I have
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shown in more detail what philosophers mean when they talk
about the trade-off between performance and intelligibility (or
understandability) of Al systems in science.
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POVZETEK

Zaupanje v znanost je dandanes, sploh po dveh letih pandemije
Covida-19, posebej druzbeno relevanten problem. Izraz pa je
nekoliko dvoumen, saj lahko znanost razumemo na ve¢ na¢inov,
med drugim kot raziskovalni proces in kot institucije, na katerih
se ta proces odvija. Zato je izraz zaupanje v znanost lebdeci
oznadevalec, oznaka brez jasnega referentnega objekta.. Tezava
lebdecih oznacevalcev se pokaze, ko postanejo tara politizacije.
V tem primeru zaradi nejasnosti semantiCnega pomena
sociopoliti¢ne konotacije izraza postanejo njegov primarni
pomen. V politizirani znanosti bi zato “zaupati v znanost” v
resnici pomenilo podpirati obstojeCi politi¢ni reZim, izrazanje
tega zaupanja (ali njegovega pomanjkanja) pa bi sluzilo kot
politicna uniforma, ki izraza pripadnost enemu ali drugemu
politiénemu polu. V prispevku analiziram znanstveni diskurz
zadnjih dveh let z namenom ugotavljanja, kaj je bil v tem
obdobju druzbeni pomen zaupanja v znanost — podpora procesa
znanstvenega raziskovanja ali izraz politi¢ne konformnosti?

KLJUCNE BESEDE

Politizacija znanosti, Covid-19, zaupanje v znanost, socialno
presojanje, psiholoska inokulacija

ABSTRACT

Trust in science is especially relevant in today’s society, given
that we are living in the wake of the 2-year Covid-19 pandemic.
The term itself is somewhat vague, as science has multiple
definitions, mainly the process of scientific research as well as
the institutions that engage in said process. Thus, trust in science
is a floating signifier, a label without a clear referent. Such labels
can be problematic if targeted by politicization. The vagueness
of the floating signifier’s semantic meaning allows the socio-
political connotations to acquire primacy. In times of politicized
science, “trusting in science” would then actually mean to
endorse the established political regime. As for actions that
signal this trust (or lack thereof), they would act as a political
uniform — an expression of political allegiance to one’s chosen
side. This article analyses the state of scientific discourse during
the pandemic, with the goal of establishing the precise meaning
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of trust in science in practice — endorsement of the process of
scientific research, or an expression of political conformity?

KEYWORDS

Politicization of science, Covid-19, trust in science, social
reasoning, psychological inoculation

1 Kaj pomeni zaupati v znanost?

Vse vecjo relevantnost pojma “zaupanja v znanost” v sodobni
druzbi lahko jemljemo kot posledico poznanstvenjenja druzbe in
druzbenih praks — vse veCjega soodvisnost znanstveno-
tehnoloskega razvoja in vodenja sodobnih druzbenh praks [22].
Se posebej pomemben pa je postal v zadnjih dveh letih, odkar se
je svet soocil s pandemijo Covida-19. Narodne, mednarodne ali
celo globalne zdravstvene krize, kamor spadajo tudi pandemije,
so pogosto zaznamovane z dolo¢eno mero vkljucevanja
medicinske znanosti v vodenje druzbe in usmerjanje druzabnega
zivljenja in Covid kriza je bila Se posebej izrazit primer tega.
Tako smo bili prica vsesplosni uporabi slogana “zaupajmo v
znanost” (v€asih “zaupajmo znanosti”), v anglescini “trust the
science” z namenom upravi¢evanja in izpostavljanja znanstveno
podprtega znacaja uradno sprejetih ukrepov za spopadanje s
Covid epidemijo.

Kaj natanko pomeni zaupati v znanost? Drugace povedano,
kateri znanosti naj bi se zaupalo? Znanost lahko razumemo kot
metodo (znanstvena metoda), proces (znanstveno-raziskovalni
proces), socialni sistem (skupnost znanstvenikov) ali institucijo
(skupek akademskih institucij, kjer se izvaja znanstveno
raziskovanje). Vidimo torej, da pojem zaupanja v znanost nima
enoznacnega pomena — lahko pomeni zaupati kateri koli
kombinaciji zgoraj nastetih vidikov znanosti — zato ga je tudi
tezko enoznacno vrednotiti in proucevati. Zaupanje v znanost je
Hackingova c¢loveska vrsta, je posplositev oziroma klasifikacija
neke ¢loveske lastnosti oziroma vedenjske tendence, ki v svoji
prisotnosti ali odsotnosti definira posebno kategorijo ¢loveka
[10]. Cloveske vrste so podvrzene uéinku zanke, zaradi refleksije
in samo-refleksije identifikacija neke socialne entitete z
doloceno c¢lovesko vrsto vpliva na lastnosti te socialne entitete,
kar posledi¢no vpliva tudi na pomen ¢loveske vrste — oznake, s
katero jo poimenujemo. Pomen besede “znanost” je relativen in
dinamien tudi v odsotnosti zankanja, zato to velja tudi za
“zaupanje v znanost” — ko se spreminja pomen znanosti, se
spreminja tudi pojem »zaupanje v znanost«.

Zato lahko trdimo, da je zaupanje v znanost lebdeci
oznacevalec (ang. floating signifier), oznaka brez toc¢nega ali
splosno-sprejetega pomena, torej brez to¢nega referentnega



objekta [13]. Ravno v tej znalilnosti se skriva mo¢ lebdecih
oznaCevalcev — nejasnost njegovega pomena dopusca
individualno konstrukcijo pomena. Tako je tofen pomen
lebdecega oznacevalca relativen — za eno osebo ali skupino ljudi
pomeni nekaj, za drugo nekaj drugega.

Zaupanje v znanost torej nima enoznacnega pomena, kljub
temu pa lahko to idejo ovrednotimo na podlagi razliénih moznih
definicij. Najprej si zamislimo dva ekstrema, znanstveni
dogmatizem in radikalni skepticizem do znanosti. Dogmatik bo
najverjetneje trdil, da smo dolzni zaupati vsem aspektom
znanosti — v uporabnost znanstvene metode, zanesljivost
znanstveno-raziskovalnega procesa pri odgovarjanju na
raziskovalna vprasanja, verodostojnost znanstvenikov in
nevtralnost oziroma apoliticnost znanstvenih institucij. Radikalni
skeptik, v kolikor njegova pozicija ne temelji na a-priornem
zavracanju, pa se bo najbrz skliceval na uvide Foucaulta [8] in
Lyotarda [14], ki sta izpostavljala neko mero relativnosti
znanstvenega spoznanja. Posledi¢no bo trdil, da znanstvene
institucije niso apoliti¢ne, znanstveniki niso racionalni in zato
niti verodostojni, znanstveno-raziskovalni proces in znanstvena
metoda pa nista univerzalno orodje za dostopanje do resnice,
temvec orodje za perpetuacijo specificne jezikovne igre.

Na sreco lahko uberemo vmesno pot, ki ustreza klasi¢ni
koncepciji razsvetljenske znanosti in temelji na egalitarnem
odnosu do znanja in zavracanju dolznosti laika, da zaupa
intelektualni avtoriteti. To staliS¢e dobro povzame izjava
Richarda Feynmana, da je znanost verjetje v nevednost
strokovnjakov [7]. Potemtakem “zaupanje v znanost” pomeni
priznavanje uporabnosti znanstvene metode in zanesljivosti
raziskovalnega procesa, hkrati pa ohranitev zdravega dvoma v
verodostojnost znanstvenikov in institucij. Ce strokovnjak ali
institucija trdi da p, ni potrebno da temu slepo verjamemo,
temve¢ lahko zahtevamo argumentacijo in vpogled Vv
raziskovalni proces.

2 Politi¢na znanost

Zagovarjam stali$c¢e, da bi “zaupanje v znanost”” moralo pomeniti
zaupanje v znanost kot proces in metodo, ne pa v njen ¢loveski
element (znanstveniki in institucije), ki je dovzeten za razne
pristranosti in  konflikte interesa, =zaradi katerih trpi
verodostojnost znanstvenih zaklju¢kov. Znanstvenega procesa v
praksi seveda ni brez ¢loveskega elementa, ki ta proces izvaja,
vendar ¢loveski element v tej izvedbi tudi ni nezmotljiv. Zato
velja zaupati v process, v Cloveski element pa ne povsem.
Posledi¢no moramo ugotoviti, ali se uporaba tega slogana v
zahodni druzbi sklada s tovrstnim razumevanjem ali ne. V
kolikor se ne, in za tem stoji pri¢akovanje slepega zaupanja
znanstvenikom in institucijam, je to znak dogmatizma in
institucionalizacje znanosti, ki sta mo¢no povezani s politizacijo.

Carl Schmit je znan po svoji definiciji politike kot presojanju
na podlagi dihotomije prijatelj/sovraznik, pri ¢emer je prijatelj
nekdo s komer si delim interese, sovraznikovim interesom pa
nasprotujem [18]. Politi¢no vrednotenje dogajanj in dejan;j torej
ne temelji na splosnih nacelih, temve¢ poteka na podlagi
identitete udelezenih subjektov in uporabnosti njegovih posledic

! Lee et al (2021): “These users want to understand and analyze the information for
themselves, free from biased, external intervention.”, str. 12
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za osebo, ki presoja. Ce je politika razloevanje med prijatelji in
sovrazniki, potem je znanost politiéna kadarkoli primarni kriterij
za razlocanje med znanstveno in neznanstveno trditvijo ni
kvaliteta argumentacije in podprtost z dokazi, temve¢ status
njenega sporocevalca. Z drugimi besedami, dihotomija
prijatelj/sovraznik se v znanosti odraza, ko je “kdo je to rekel?”
pomembnejse vprasanje od “kako je bila izjava argumentirana?”’.
V podrobnosti argumentacije se morda ne moremo popolnoma
spustiti, lahko pa vsaj presodimo ali je argumentacija formalno-
logi¢no ustrezna.

Lebdeci oznacevalci so zaradi svoje nejasnosti in dvoumnosti
idealna tarca za politizacijo. Politizirana oznaka poleg svojega
semanti¢nega pomena dobi $e sociopoliti¢ni pomen — prisotnost
referentnega objekta oznacuje prijatelja ali sovraznika (rezima)
oziroma pripadnika ingrupe ali outgrupe. Ravno zaradi
nejasnosti semanti¢nega pomena (oznaka pomeni razli¢ne stvari
razlicnim  skupinam)  sociopolitiéni  pomen nadvlada
semantinega in postane primarni. Tako potem lebdeci
oznacevalec postane univerzalna oznaka za sovraznika rezima —
tocen semanti¢ni pomen besede sicer vsak razume po svoje,
njena ¢ustvena in moralna valenca pa sta enoznacni. Znanost je
v nasi druzbi pozitivna, torej bi primeru politizacije “zaupanje v
znanost” v svoji lebde¢i obliki oznacevalo pripadnike ingrupe
oziroma prijatelje rezima, njegova odsotnost pa njegove
sovraznike oziroma pripadnike outgrupe.

S tega vidika je bila Covid kriza zelo zanimiva. Moja analiza
se bo sicer osredotocala predvsem na dogajanje v mednarodni in
ameriski znanosti, vendar so bili enaki ali podobni vzorci prisotni
tudi v Sloveniji. Ekipa znanstvenikov iz MIT-ja je leta 2021
objavila pre-print $tudije Viral Visualizations: How Coronavirus
Skeptics Use Orthodox Data Practices to Promote Unorthodox
Science Online, ki je porocala o navadah, znacilnostih, stalis¢ih
in vrednotah spletnih skupnosti Covid-skeptikov oziroma anti-
maskerjev, ljudi, ki so tako ali drugaCe nasprotovali uradnim
Covid ukrepom [12]. Intuitivno bi se nam zdelo, da so to skupine,
ki ne “zaupajo znanosti”, avtorji uporabijo termin “anti-znanost”
(anti-science), obstaja tudi variacija “zanikalec znanosti”
(science-denier). Vendar se je izkazalo, da ti ljudje niso klasi¢ni
oziroma stereotipni zanikalci znanosti, v resnici sploh ne
nasprotujejo znanosti kot taki in da so nadpovpre¢no znanstveno
pismeni. Nasprotovali so uradni (politicno podprti) znanosti,
razlikovanju med wuradno in neuradno znanostjo ter
avtoritarnemu odnosu stroke do laikov. Zagovarjali so torej
egalitarno znanost, kjer ima vsakdo dostop do podatkov in
moznost oblikovanja svojih zakljuckov [12].

Avtorji Studije se s tem niso strinjali in so trdili, da Covid-
skeptiki “spodkopavajo uradne znanosti s spretno manipulacijo
podatkov”. Ta trditev se mi zdi bizarna — kako lahko Zelja po
intersubjektivnem preverjanju s strani visoko znanstveno
pismenih posameznikov, ki Zelijo nepristransko ovrednotiti
podatke * “spodkopava uradno znanost”? Ni to kve&jemu
koristno, saj je po Popperju 2 ravno falsifikacija gonilo
znanstvenega napredka, ki je v Casu pandemije Se toliko bolj
Rekel bi, da je,
institucionalizirani znanosti, kjer akademske institucije Zelijo
obdrzati monopol nad produkcijo znanja. Institucionalizacijo

kljucen? naceloma vendar ne Vv

2 popperjev model falsifikacije ima sicer svoje tezave, vsekakor pa gonilo
znanstvenega napredka ni izogibanje moznostim falsifikacije.



sicer lahko razumemo kot mehko obliko politizacije, vendar to
Se ni indikator politizacije v pravem pomenu besede.

Zal pa je med Covid krizo pridlo tudi do slednje. V
institucionalizirani znanosti vlada kredencializem — merilo ideje
je znanstveni in akademski prestiz znanstvenika, ki jo predlaga.
Vendar med Covid krizo niti znanstveni prestiz avtorja ni bil
zadosten pogoj za sprejemanje neke ideje. Tako se je npr. dr.
Robert Malone moral soociti z deplatformiranjem zaradi
“Sirjenja dezinformacij” — Twitter mu je deaktiviral racun [15]
po nastopu na Roganovem podcastu, kjer je izrazil nestrinjanje z
uradnim konsenzom glede Covida in zajezitvenih ukrepov, ter
svoje staliS¢e znanstveno argumentiral 3. Malone je sicer
znanstvenik — mednarodnega renomeja* — vendar o€itno ni
izpolnjeval kriterijev za “zaupanje znanosti”. Kaj je torej znanost,
na katero se je med Covid krizo nanasal slogan “zaupajmo
znanosti”? Ugotovili smo, da se ne nanaSa na proces
znanstvenega raziskovanja in niti na individualne znanstvenike z
dovoljSno mero prestiza. Moja teza je torej, da se je beseda
“znanost” nanasala na uradno, torej politino-podprto znanost
oziroma znanost rezima. Tukaj se lahko navezem na Foucaltov
rezim resnice, kjer je ideja resnice politicno in ideolosko
umescena — diskurz in metode produkcije resnice so omejeni,
hkrati obstaja skupina ljudi, ki ima monopol nad razglaSanjem
druzbene resnice [8].

Med Covid krizo so vlogo razsodnika resnice prevzeli
znanstveniki rezima — uradni Covid komentatorji (kot npr. dr.
Fauci v Ameriki, dr. Krek in dr. Beovi¢ v Sloveniji), vlogo
“Cuvaja” resnice pa mediji in socialni mediji, ki so tako ali
drugace utiSali znanstvenike, ki so Zeleli izraziti kakrsno koli
nestrinjanje z uradnim konsenzom. Covid krizo je torej
zaznamovala mocna politizacija znanosti, saj je pravico do
Sirjenja  (znanstvenih) resnic nudila predvsem podpora
(prijateljstvo) rezima, ki se je odrazala v podpori uradnega
konsenza glede spopadanja s pandemijo. Posledi¢no trdim, da
slogan “zaupajmo znanosti” ni predstavljal klica k epistemski
racionalnosti in sistematiénemu presojanju znanstvenih izjav,
temvec¢ ravno nasprotno — emocionalno in politi¢no prezet sklic
na avtoriteto. Cilj je bil sprejemanje staliS¢ intelektualnih
avtoritet rezima, ne pa samostojni razmislek.

3 Socialno presojanje

Tematika leto$nje konference je “kognitivni vidiki zaupanja v
znanost”. Moj cilj je pokazati, da je zaradi politizacije znanosti
in zaupanja v znanost veCina teh kognitivnih vidikov pod
vplivom socialnih pritiskov.

V socialni psihologiji obstaja veliko raziskav in teorij na temo
oblikovanja in spremembe stali$¢ ter presojanja novih informacij.
Giner-Sorolila in Chaiken sta poimenovala koncept motiviranega
sklepanja, kjer sistemati¢no sklepamo z namenom potrditi to¢no
doloceno stalis¢e [9]. Caccioppo in Petty sta postavila
dvoprocesni model spremembe stalis¢, kjer centralno
procesiranje uposteva predvsem vsebino sporocila, periferno pa
lastnosti sporocevalca in socialni kontekst [2]. Festinger pa je

3 https://open.spotify.com/episode/3SCsueX2bZdbEzRtKOCEYT

4 Malone na https://www.rwmalonemd.com: “I am an internationally recognized
scientist/physician and the original inventor of MRNA vaccination as a technology-
| have approximately 100 scientific publications with over 12,000 citations of my
work (per Google Scholar with an “outstanding” impact factor rating committees).”
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postavil teorijo kognitivne disonance — ljudje se drzimo o€itno
neresninih stalis¢, ker tezimo k ujemanju stalis¢, vedenja in
samopodobe [6]. Za nastete fenomene predlagam nadpomenko
socialnega presojanja in sklepanja® — presojanja in sklepanja v
skladu s svojo skupinsko identiteto, konsenzom ingrupe ali
staliS$¢em ingrupne intelektualne avtoritete, kar pogosto vodi do
fenomena, ki ga Perkins (po navedbi Barona) poimenuje myside
[1]. Socialnega presojanja se po mojem mnenju
posluzujemo na vseh druzbeno-relevantnih podrocjih, kjer
nimamo motivacije, sposobnosti ali predznanja za sistemati¢no
oblikovanje lastnega stalis¢a.

V to kategorijo zaradi svoje kompleksnosti spada vecina
znanstvenih tem, Se posebej tistih, ki so druzbeno oziroma
politi¢no relevantne, vklju¢no s pandemijo Covida-19 in z njo
povezanimi ukrepi. Pinker govori o fokusnih tockah, javno
vidnih in relevantnih dogodkih in dogajanjih, ki jih vidi
posameznik in se hkrati zaveda, da so vidni tudi drugim
prebivalcem druzbe [17]. Fokusne tocke, oziroma spektakli,
pogosto postanejo politizirane — to so moc¢no druzbeno
relevantna dogajanja, do katerih se je potrebno opredeliti. Ze
sama potreba po opredelitvi je politicnega znacaja, ker ne
dopusca nevtralnosti, zgolj izbiro enega izmed dveh polov. Ko je
prisotna binarna polarizacija, pa je prisotna tudi dihotomija
prijatelja  (podpornika uradnih ukrepov) in sovraznika
(nasprotnika uradnih ukrepov). Fokusne tocke torej aktivirajo in
okrepijo vrojeno tendenco ¢loveka po socialnem presojanju, v
tem primeru o vsebini same fokusne tocke. Ko je zaupanje
znanosti postalo fokusna tocka, kar se je zgodilo med Covid krizo
(Ce ne Se prej), se je torej navzelo politicnih konotacij in postalo
oznacevalec za prijatelje in sovraznike rezima — definirane kot
zaupnike in zanikalce znanosti (vCasih teoretike zarote).
Zaupanje v znanost je torej druzbenopoliti¢ni problem. Stran, na
kateri se nekdo nahaja, je prej merilo politi¢ne opredeljenosti kot
samega zaupanja v znanost v klasi¢cnem pomenu izraza, ali odraz
globljih filozofskih nacel. Drugate povedano, izrazanje
(ne)zaupanja v znanost v kakr$nem koli socialnem kontekstu je
politicna uniforma, zato je to prej signal privrZenosti ustaljeni
politiki kot pokazatelj odnosa do raziskovalne dejavnosti, ki ji
pravimo znanost.

bias

4 Politi¢ni in spoznavni razhod

V obdobju politi¢ne polarizacije zaradi socialnega presojanja in
politizacije znanosti pogosto pride do spoznavnega razhoda — na
eni strani imamo mnozico ljudi, ki takoreko¢ zaupa znanosti
oziroma uradnim virom in zgodbam, na drugi pa mnozico ljudi,
ki “zanika znanost” — torej zavraca uradne vire in zgodbe, ter
oblikuje svoja stali$¢a s pomocjo alternativnih virov.

Pojavita se vsaj dve razlicni “socialni resni¢nosti”, dve
razli¢ni interpretaciji vsebine fokusne tocke. Imamo torej ljudi,
ki v grobem sprejemajo uradno zgodbo in ljudi, ki jo v grobem
zavracajo (seveda pa sprejemanje in zavracanje
kontinuum), v primeru Covida se to nanasa na stali§¢a do mask,
cepljenja in drugih uradnih ukrepov. To je v veliki meri posledica

sta to

5 Ta koncept sem podrobneje razdelal v &lanku Social Reasoning and the
Politicization of Science During the Covid Pandemic, ki bo objavljen Decembra v
reviji Mankind Quarterly [16].



razlik v zaznavanju zaupanja vrednih oziroma verodostojnih
virov v obeh (ali vseh) skupinah ljudi. Vir, ki je verodostojen za
eno skupino nikakor ni verodostojen za drugo, to presojanje o
verodostojnosti pa je politine narave. Torej, spoznavni razhod
je posledica politi¢nega razhoda, ne obratno. Oziroma, kot bi
rekel Foucault, znanje izvira iz mo¢i. In Sele nato spoznavni
razhod perpetuira politicnega — sprejemanje ene ali druge
interpretacije (oznaceno kot zaupanje znanosti ali teoriziranje
zarote) je politi¢na uniforma, ki signalizira pripadnost enemu od
politi¢nih polov.

Kljub temu pa pomanjkljivo znanje, do katerega pride v
primeru cenzure nasprotujocih staliS¢, nosi svoje posledice —
pogosto negativne. V zadnjih mesecih prihaja vedno ve¢ raziskav
in medijskih objav, ki izpostavljajo destruktivne posledice
dolocenih Covid ukrepov — ekonomska $koda, ki so jo povzroé€ili
lockdowni [20], zaviranje razvoja otrok zaradi obveznega
noSenja mask [23] in njihova splosna neucinkovitost [19],
neucinkovitost cepiv pri zasciti pred okuzbo s Covidom [5] in
moznost nevarnih stranskih uc¢inkov pri dolocenih demografskih
skupinah, npr. noseCnicah [4]. Ameriski CDC je sicer pred
kratkim spremenil svoje smernice za spopadnje s Covidom — zdaj
so enake za cepljene in necepljene posameznike, kar implicira
enako stopnjo tveganosti obeh skupin [3]. Vendar se moramo
vprasati, zakaj Sele zdaj? Razli¢ni ljudje in institucije po svetu so
tako ali drugaCe opozarjali na morebitne negativne posledice
uradnih Covid ukrepov, vendar so bili tako ali drugace utisani.
Tukaj torej vidimo, da imata politizacija znanosti in dogmati¢ni
odnos do tako-imenovanega ‘“strokovnega konsenza” v nasi
poznanstvenjeni druzbi obsezne negativne posledice.

V svetu, kjer se zdi, da lahko motiviran laik z dovolj$no mero
znanstvene pismenosti v enem tednu iskanja ¢lankov na Google
Scholar doseze osnovno razumevanje (ali vsaj aproksimacijo le-
tega) nekega =znanstvenega podro¢ja, uradne znanstvene
institucije niso ve¢ edini mozni vir znanja. In v skladu s tem se
moramo tudi ravnati in priznavati veljavnost izvenkonsenzualnih
staliS¢, v kolikor so podprta z argumenti in dokazi.

Na zalost pa Googlov think tank Jigsaw in Svet za
druzboslovno raziskovanje (Social Science Research Council,
SSRC), tako kot Lee in kolegi povleceta ravno obraten zakljucéek.
Laikom ne Zelita prepustiti, da si sami ustvarijo stali§¢e in sami
presojajo med informacijami in dezinformacijami, oziroma med
znanjem in laZznimi novicami. Nasprotno, Jigsaw predstavlja
koncept “pre-bunkinga” oziroma psiholoske inokulacije,
vnaprej$njega zavracanja moznih heterodoksnih stali$¢ v obliki
kratkih sporocil, ki predstavijo protiargumente in poslusalcu
olajSajo zavraCanje tega staliS¢a v prihodnosti [11]. SSRC pa
skusa ugotoviti kako maksimizirati povprasevanje po Covid
cepivih — tako da dijake in S$tudente nauci prepoznavati
“dezinformacije o cepivih”. sporoevalce opremi z ustreznimi
“sporazumevalnimi strategijami” in na druzbenih omrezjih
oblikuje “(demografsko in geografsko) prilagojena sporocila”
[21].

Spet se moramo vprasati, kdo razlikuje med informacijo in
dezinformacijo, med ortodoksnimi in heterodoksnimi stali§¢i. Je
to znanost, politika ali politizirana znanost? In nadalje, ne bi to
morala biti pravica in dolznost vsakega odraslega drzavljana v
demokrati¢ni in egalitarni drzavi? Ce si posameznik ne more,
oziroma ne sme sam ustvariti mnenja, ¢emu potem sluZzi
demokracija?
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Odgovor je, seveda, rezim in “znanost” rezima. Vidimo torej,
da je spoznavni razhod med podporniki uradne narative in
kontranarative posledica aktivno ustvarjenega politi¢nega
razhoda s strani rezima in njegovih ideoloskih aparatov, ki v
interakciji z javnostjo ustvarjajo koncept zaupanja znanosti,
zanikanja znanosti in teorij zarote. Akademiki in drugi
raziskovalci imamo edinstveno moznost izpostavljanja napak
rezima, ampak lahko to doseZemo zgolj, ¢e znanost zas¢itimo
pred politizacijo. Prvi korak k depolitizaciji znanosti pa je po
mojem mnenju prepoznavanje koncepta zaupanja v znanost kot
politiéne uniforme in posledi¢no zavracanje vseh dihotomij, ki
jih ustvari.
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POVZETEK

Cloveska racionalnost je kompleksen pojem, ki se nanasa na
Siroko paleto naSega spoznavanja in delovanja. Obstajajo
Stevilne opredelitve racionalnosti; Ronald de Sousa razlikuje
med kategori¢no in normativno racionalnostjo, govorimo lahko
0 instrumentalni ali Siroki racionalnosti ali o racionalnosti kot
logicnem sklepanju. VpraSanja o racionalnosti so tesno
prepletena s preucevanjem odlo¢anja. Normativne teorije
odloc¢anja racionalno vedenje opredelijo kot tisto, ki vodi do izida
z najveCjo pri¢akovano koristnostjo, deskriptivne teorije pa
preucujejo, kako se odloc¢anje v vsakdanjem zivljenju dejansko
poteka. K odmiku od idealiziranega pogleda na racionalnost so
pripomogli program hevristik in pristranosti, ki sta ga osnovala
Daniel Kahneman in Amos Tversky, koncept omejene
racionalnosti, ki ga je predstavil Herbert A. Simon, ter delo
Gerda Gigerenzerja in sodelavcev, ki preucujejo ekolosko
racionalnost. Poleg racionalnosti dejanj lahko govorimo tudi o
racionalnosti prepri¢anj, kar preuc¢evanje racionalnosti poveze s
temeljnimi vprasanji s podrocja epistemologije.

KLJUCNE BESEDE

omejena racionalnost, ekoloSka racionalnost,
prepricanj, hevristike in pristranosti

ABSTRACT

Human rationality is a complex topic that encompasses a wide
range of cognitive processes and behavior. Many definitions of
rationality exist, one of them being Ronald de Sousa's notion of
categorical and normative rationality. Some authors distinguish
between instrumental and broad conception of rationality, while
others define rationality in terms of logical reasoning. The study
of rationality is intertwined with research in the field of decision
making. Normative theories define rationality as behavior that
leads to the outcome with the greatest expected utility, while
descriptive theories examine how people actually make decisions
in everyday life. Kahneman and Tversky's heuristics and biases
program, Herbert A. Simon's concept of bounded rationality and
Gerd Gigerenzer's study of ecological rationality all contributed
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to the shift from the idealized view of human rationality to a more
moderate one. In addition to research on rational action, study of
rational beliefs is another field of inquiry that connects
investigation of rationality with fundamental questions in
epistemology.

KEYWORDS

bounded rationality, ecological rationality, rationality of belief,
heuristics and biases

1 uvOoD

Vprasanje, ali smo ljudje racionalna bitja, $e zdale¢ ni enostavno.
Odgovor se ze stoletja izmika znanstvenikom razli¢nih disciplin
od ekonomije in psihologije do filozofije in kognitivne znanosti.
Cloveska racionalnost je tema, ki se je lahko lotevamo iz
Stevilnih vidikov in z uporabo razliénih metod, zato ni
nenavadno, da danes na tem podro¢ju obstaja ogromno polje
razprav in raziskav. V veliki razpravi o racionalnosti, kot so to
poimenovali v kognitivni znanosti, obstajata dva nasprotujoca si
pogleda. Na enem polu so avtorji, ki zagovarjajo, da so ¢lovesko
sklepanje, presojanje in odlocanje, ki so del racionalnega
vedenja, polni pomanjkljivosti in pristranosti ter da jih je mogoce
izboljsati; zagovorniki tak$nega pogleda v veliki meri izhajajo iz
programa hevristik in pristranosti, ki sta ga osnovala psihologa
Daniel Kahneman in Amos Tversky. Raziskovalci na drugem
polu pa tak§nemu pogledu na racionalnost nasprotujejo in trdijo,
da so kriteriji normativnih teorij racionalnosti neustrezni ter da
izsledki empiri¢nih raziskav, ki pri¢ajo o sistemati¢nih odklonih
od omenjenih kriterijev, Se ne zadostujejo za sklep, da smo ljudje
iracionalni [1, 2, 3].

Namen prispevka je podati pregled izbranih pogledov na
¢lovesko racionalnost. Zacela bom z definicijo filozofa Ronalda
de Sousa, nadaljevala pa z dvema opredelitvama racionalnosti,
med katerima se v literaturi pogosto razlikuje: instrumentalno in
Siroko. Na primeru Wasonove naloge izbire kart — ene najbolj
uporabljenih nalog pri empiri¢nem preucevanju sklepanja — bom
opisala pogled, ki racionalnost povezuje z logi¢nim sklepanjem
ter je Se vedno vpliven zlasti na podrocju filozofije. Poleg logike
je podro¢je, ki je prav tako prepleteno s preucevanjem
racionalnosti, odlo¢anje. Opisala bom, kaksno sliko racionalnosti
prikazujejo normativne teorije odlo¢anja ter kako se je kot kritika
taks$nega pogleda izoblikoval program hevristik in pristranosti, ki
je Se danes eden najvplivnejSih okvirjev za preucevanje
odlocanja in presojanja. Nato bom predstavila koncept omejene
racionalnosti, ki ga je oblikoval Herbert A. Simon in je



pomembno vplival na razumevanje in pojmovanje racionalnosti,
ter koncept ekoloSke racionalnosti, ki ga preudujejo Gerd
Gigerenzer in sodelavci ter se naslanja na Simonovo delo. V
zadnjem delu se bom odmaknila od empiricnih raziskav
odlocanja in presojanja ter opisala nekatera vprasanja, ki jih

odpira raziskovanje racionalnosti prepricanj — teme na preseciscu
preucevanja racionalnosti in epistemologije.

2 DE SOUSOVA OPREDELITEV
RACIONALNOSTI

Filozof Ronald de Sousa najprej razlikuje med kategori¢no in
normativno racionalnostjo. Pri kategori¢ni racionalnosti je
nasprotje racionalnega aracionalno vedenje. Racionalno je
tak$no vedenje, ki ga vodijo doloCeni razlogi, aracionalno pa
taksno, ki ga ne vodi misljenje ali izbira. Pri kamnu, ki ga vrzemo
skozi okno, ali ¢loveku, ki se spotakne in pade v grm kopriv, ne
govorimo o (i)racionalnosti — pri prvem gre namre¢ za pojav, ki
uboga zakone fizike, pri drugem pa za dejanje, ki ga ni vodila
izbira. Pri normativni racionalnosti pa razlikujemo med
racionalnim in iracionalnim vedenjem. Racionalno vedenje je
tisto, ki je ustrezno utemeljeno z dolo€enimi razlogi, normami ali
vrednotami, iracionalno pa tisto, ki se od temu pogoju na tak ali
drugacen nacin ne zadostuje. De Sousa pravi, da lahko o ljudeh
kot o racionalnih Zivalih govorimo samo, ¢e sprejmemo, da smo
ljudje racionalni v kategori¢nem smislu in kot taki tudi sposobni
iracionalnega vedenja [4].

Ce kategori¢ne racionalnosti ne pripisujemo dogodkom, ki jih
lahko zadostno razlozimo z naravnimi zakoni, ali to pomeni, da
z njimi ne moremo razloziti ¢loveskega vedenja? ZmernejSa
interpretacija pravi, da je ¢lovesko vedenje podvrzeno naravnim
zakonom, vendar ti ne ponujajo zadostne razlage. Kot primer de
Sousa navaja igro Saha, ki ga moramo razloziti s pravili igre — in
ta niso naravni zakoni. MocnejSa interpretacija pa pravi, da
vedenje racionalnih bitij, vkljuéno s ¢lovekom, na nek nacin
presega zakone narave. De Sousa meni, da je tako stalisce
absurdno, saj bi predpostavljalo ¢udez ali pa vsaj to, da zakonov
narave ne razumemo pravilno. Zagovarja, da moramo ¢loveka
obravnavati kot bitje, ki je kot vsa ostala podvrzen zakonom
narave; razliko med ¢lovekom in ostalimi bitji je potrebno iskati
v zakonih narave in ne v lastnostih, ki bi le-te na nek nacin
presegale. Ce privzamemo, da se racionalnost nanaga na misli in
dejanja, lahko razlikujemo med dvema kljuénima spremembama
tako na nivoju evolucije kot razvoja posameznika: prva je razvoj
od golega =zaznavanja objektov do tvorbe
reprezentacij, druga pa razvoj od avtomatskih vedenjskih
odzivov do zmoznosti oblikovanja namer ter Zelja ter vedenja na
podlagi le-teh [4].

zmoznosti

3 INSTRUMENTALNA IN SIROKA
RACIONALNOST

V literaturi se pogosto pojavlja razlikovanje med ozjim,
instrumentalnim in Sirokim pojmovanjem racionalnosti [1, 4].
Instrumentalno racionalnost opredelimo kot vedenje, ki nas
pribliza doseganju zastavljenega cilja glede na mentalne in
fiziéne vire, ki so nam na voljo. Povedano drugace, racionalno je
tisto vedenje, ki optimizira doseganje ciljev, pri ¢emer se ne
ukvarjamo s tem, kaksni ti cilji so in kako si jih posameznik
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postavlja. Prednost takSnega pristopa je v tem, da lahko
postavimo norme, ki sluzijo kot kriterij racionalnosti, ter
spremljamo, v kolik$ni meri in pod kak$nimi pogoji ljudje od njih
odstopamo. Po drugi strani pa se zdi preucevanje racionalnosti le
iz instrumentalnega vidika preozko — ¢e se osredotoc¢amo samo
na ciljno usmerjeno vedenje, izpustimo pa vprasanja o ciljih,
normah in vrednotah, zanemarimo velik in pomemben del
Cloveskega delovanja [1]. John Searle v svoji knjigi o
racionalnosti navaja primer znanih raziskav o inteligentnosti
opic, ki jih je psiholog Wolfgang Kéhler izvajal na Tenerifih. V
eksperimentih se je izkazalo, da so opice sposobne resSevanja
problemov z vpogledom; da bi dosegle na strop obeSene banane,
do katerih niso mogle priti s skakanjem, so uporabile skatle in
palico [6]. Iz intrumentalnega vidika so se opice torej vedle
racionalno in Searle meni, da tudi racionalnost ¢loveka $e vedno
presojamo na podoben nacin. V klasiénih modelih racionalnosti
je Cloveska racionalnost pravzaprav le kompleksnejsa verzija
Simpanzje. Searle v nadaljevanju opozarja na pomanjkljivosti
takSnega pojmovanja racionalnosti in opozarja na pomembnost
lo¢evanja vedenja na podlagi Zelja in na podlagi razlogov [7].

V odgovor na pomanjkljivosti instrumentalnega pristopa so
se pojavila SirSa pojmovanja racionalnosti, ki upostevajo tudi
cilje, prepricanja, norme in vrednote, ki usmerjajo nase vedenje.
Te teorije se med drugim ukvarjajo z vpraSanji o racionalnosti
samih ciljev [5] ter o vedenju, ki nima samo instrumentalne
funkcije [1]. Filozof Robert Nozick na primer govori o konceptu
simbolne koristnosti in pravi, da imajo nasa dejanja neodvisno
od instrumentalne tudi simbolno vrednost, ki bi jo morale
vkljuéevati vse formalne teorije racionalnosti in odlo¢anja. Ker
zivimo v socialno in simbolno kompleksnem okolju, nasa dejanja
sluzijo tudi namenom, ki presegajo doseganje ozko zastavljenih
ciljev, na primer temu, da sebi in drugim sporo¢amo, kak$ne
osebe smo [8]. Podobno ekonomist Shaun H. Heap kot protipol
instrumentalni racionalnosti postavlja ekspresivno racionalnost.
Ko izvajamo dejanja, ki so ekspresivno racionalna,
opredeljujemo in raziskujemo lastna prepricanja in vrednote. Ne
gre torej za enosmerno povezavo med vrednotami in delovanjem,
temve¢ za povratno zanko, kjer z dejanji vrednote tudi
konstruiramo, spremljamo in prilagajamo [9].

4 RACIONALNOST IN LOGICNO
MISLJENJE

Najbrz eden od najstarejSih kriterijev racionalnosti je sledenje
pravilom logi¢nega sklepanja in verjetnostnega rac¢una [1]. Ena
od najbolj preucevanih nalog, ki se uporablja v empiri¢nih
raziskavah sklepanja, je Wasonova naloga izbire kart [10, 11], ki
ima naslednjo obliko: »Na mizi so Stiri karte. Vsaka ima na eni
strani Stevilko, na drugi pa barvo. Katere karte je potrebno
obrniti, da testira$ pravilo: e je na eni strani sodo §tevilo, je na
drugi strani rdeca barva?«




Slika 1: Primer Wasonove naloge izbire kart.

V zgoraj navedenem primeru je pravilni odgovor, da je
potrebno obrniti karto s Stevilko 8, s ¢imer preverimo modus
ponens, in karto rjave barve, s ¢imer preverimo modus tollens.
Vecina udelezencev pri tak$ni nalogi poda odgovor, da je
potrebno obrniti karto s $tevilko 8 in karto z rdeco barvo, vendar
gre pri slednjem za napako zatrjenega konsekvensa. V ve¢ kot
petdesetih letih od izvirne objave je bila naloga uporabljena v
ogromnem Stevilu raziskav, kjer so avtorji manipulirali z
razlicnimi spremenljivkami, ki bi lahko vplivale na izvedbo
naloge, Se danes pa ni enotne razlage za majhen delez pravilnih
resitev; ena od interpretacij je, da se ve¢inoma osredoto¢amo na
potrjevanje hipoteze, manj pa preverjanje pogojev, ki bi hipotezo
ovrgli [12, 13, 14]. Se ena ugotovitev je, da so udeleZenci
pogosto nagnjeni k izbiri kart, ki so eksplicitno omenjene v
navodilu [15]. Eno od opazanj je, da se delez pravilnih reSitev
poveca, ¢e namesto abstraktnih uporabimo konkretne primere,
kar nakazuje na to, da se pri logi¢nem sklepanju oz. tesitranju
hipotez ne zanasamo le na obliko argumentov, temvec¢ tudi na
vsebino [16]. Delez pravilnih resitev je Se vecji, e uporabimo
deonti¢na pravila. Ce morajo udeleZenci na primer preverjati
pravilo »Ce pije§ alkohol, mora3 biti starejsi od 18 let«, na mizi
pa imajo karte s Stevilkami 16 in 25 ter z napisi »pivo« in
»kokakola«, ve€ina pravilno izbere karti s Stevilko 16 in napisom
»pivo«. Testiranje hipotez nam gre ocitno torej bolje, ko moramo
preverjati morebitne krSitve socialnih pravil [17]. Ena od
interpretacij, ki temelji na evolucijski psihologiji, je, da sklepanje
ni le splosen, od vsebine neodvisen proces, temvec je v ozadju
ve¢ specializiranih procesov, eden izmed katerih je namenjen
reSevanju problemov v kontekstu socialnih izmenjav in krSitev
socialnih pogodb [17]; ta interpretacija je delezna Stevilnih kritik
[18]. Nekateri avtorji pa menijo, da je logi¢no pravilna resitev
Wasonove naloge v konfliktu z nac¢inom, kako v vsakdanjem
zivljenju testiramo hipoteze, ter zagovarjajo, da je nacin, kako se
udeleZenci lotijo reSevanja, v resnicnem zivljenju adaptiven. Po
njihovem neuspesno reSevanje naloge torej ne sluzi kot dokaz
iracionalnosti [19, 20]. To se sklada s pogledom, da logi¢nega
misljenja ne gre vedno in apriori enaciti z racionalnostjo, temve¢
je ustreznost tak$nega misljenja odvisna tudi od konteksta [1].

5 RACIONALNOST IN ODLOCANJE

Pojem racionalnosti je tesno prepleten s preucevanjem odlo¢anja
in presojanja. Znotraj vedenjskega preucevanja odloc¢anja lo¢imo
med normativnimi, deskriptivnimi in preskriptivnimi pristopi.
Normativne teorije se osredotocajo na to, kako bi se ljudje morali
odlocati, da bi prisli do izida, ki ima zanje najvecjo koristnost,
deskriptivne teorije preucujejo, kako clovesko odloCanje v
resnicnem Zzivljenju dejansko poteka, preskriptivne pa Zzelijo
zmanjSati vrzel med prvima dvema in osnovati predloge za
izboljsanje odlocanja [21].

Prevladujo¢ model normativnega odlocanja pod pogojem
tveganja je bila dolgo Casa teorija pricakovane koristnosti, ki sta
jo v knjigi Theory of Games and Economic Behaviour leta 1944
predstavila John von Neumann in Oskar Morgenstern. Teorija
temelji na aksiomih, ki se nanasajo na odlo¢evalceve preference.
Med drugim predpostavljajo, da ima posameznik popoln, urejen
in tranzitiven nabor preferenc; to pomeni, da lahko za vsak par
alternativ dolo¢i, v kak$nem odnosu sta, velja pa tudi, da v
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primeru, ko posameznik preferira alternativo A pred B in B pred
C, preferira tudi A pred C. Ce aksiomi drzijo, lahko vsaki
alternativi pripisemo dolo¢eno koristnost in racionalno odlocanje
je tisto, ki privede do izida z najvisjo koristnostjo [22].

Normativne teorije pred odloCevalce torej postavljajo stroge
zahteve in kmalu so se zacela pojavljati vprasanja, ¢e se ljudje v
vsakdanjem zivljenju resnino odloCamo na tak nacin.
Kahneman in Tversky sta leta 1979 objavila ¢lanek, v katerem
sta pokazala, da ljudje sistemati¢no kr§imo aksiome racionalnosti,
na katerih slonijo normativne teorije. Svoje ugotovitve sta strnila
v teorijo obetov, ki nadgrajuje teorijo pricakovane koristnosti in
razlaga, kako se ljudje odlo¢amo pod pogojem tveganja [23].

Kahneman in Tversky sta dolga leta preucevala presojanje in
odlocanje in osnovala raziskovalni okvir, ki ga poznamo pod
imenom »program hevristik in pristranosti«. V S$tevilnih
raziskavah sta pokazala, da ljudje v negotovih pogojih pogosto
uporabljamo hevristike — miselne bliznjice, ki olajSujejo
reSevanje problemov, so hitre, varéne in zahtevajo manj napora
— kar vodi do sistemati¢nih napak v presojanju in odlo¢anju, ki
sta jih poimenovala kognitivne pristranosti. Ljudje pogosto ne
uposStevamo pravil logike in verjetnostnega racuna, smo slabi
intuitivni statistiki, zakljucujemo brez ustreznih dokazov, slabo
napovedujemo lastne prihodnje preference in smo podvrzeni
Stevilnim dejavnikom, ki na tak ali drugaden nacin
»neupraviceno« vplivajo na nase presoje. Doprinos programa
hevristik in pristranosti je ravno v poudarjanju tega, da ljudje
nismo racionalni v okviru normativnih teorij, temve¢ da
odloc¢anje in presojanje v vsakdanjem zivljenju potekata drugace
[24, 25, 26].

Delo Kahnemana in Tverskyja je bilo skozi leta delezno
razliénih kritik. Ce smo ljudje resni¢no tako podvrzeni
sistemati¢nim napakam v presojanju in odlo¢anju, kako je sploh
mogoce, da se dovolj ucinkovito odzivamo na okolje, da
prezivimo? Razliéni avtorji so ponudili alternativne
interpretacije izsledkov, ki naj bi izrazali pristranosti v misljenju.
Ena vrsta interpretacij se ukvarja z razlago odgovorov na naloge
znotraj laboratorijskih pogojev, druga pa z vpraSanjem, kaj nam
ti odgovori povedo o sklepanju, presojanju, odlo¢anju in
refevanju problemov v vsakdanjem Zivljenju. Ze znotraj
laboratorijskega konteksta ni vedno enoznacno, ali je dolocen
odgovor na nalogo pravilen ali napacen. Primer tega so razli¢ne
interpretacije zZe omenjene Wasonove naloge izbire kart.
Oaksford in Chater na primer menita, da naloga ne ocenjuje
deduktivnega sklepanja, temve¢ verjetnostno. Ce privzamemo,
da kriterij za pravilne odgovore ni upostevanje pravila
falsifikacije, temve¢ izbira najbolj informativnih kart v skladu s
teorijo optimalne selekcije podatkov (ang. optimal data
selection), lahko nekatere odgovore udeleZzecev smatramo kot
pravilne, tudi ¢e ne sledijo pravilom formalne logike [19, 20].
Zagovorniki druge vrste interpretacij pa segajo izven laboratorija
da so »napacni« odgovori udelezencev iz
evolucijskega, adaptivnega vidika pravzaprav smiselni.
Odgovori, ki jih v umetno ustvarjenih problemih v
laboratorijskem eksperimentiranju razlagamo kot napake, imajo
v vsakdanjem zivljenju prilagoditveno vlogo in zato morda ni
upraviceno, da jih jemljemo kot dokaz ¢loveske iracionalnosti
[27,28,29].

in menijo,



6 OMEJENA RACIONALNOST

Se en koncept, ki je pomembno vplival na odmik od
idealiziranih, normativnih teorij odloc¢anja, je bil koncept
omejene racionalnosti, ki ga je v 50. letih prejSnjega stoletja
predstavil Herbert A. Simon. Simon je menil, da je pojem
globalne racionalnosti, ki naj bi jo posedoval clovek v
ekonomskih teorijah odlo¢anja, potrebno nadomestiti s pojmom
racionalnega vedenja, ki je kompatibilno z racunskimi
sposobnostmi in dostopnostjo do informacij, kot jo ima ¢lovek v
lastnem okolju v resnici. Racionalnost po njegovem ne pomeni
iskanje najboljSe mozne, temve¢ zgolj dovolj dobre resitve, kar
je poimenoval satisficing. Uporabil je prispodobo $karij, kjer eno
rezilo ponazarja racunske zmoznosti akterja, drugo pa strukturo
okolja; zagovarjal je, da je pri preucevanju cloveske
racionalnosti pomembno upostevanje in razumevanje obeh
»rezil« [30, 31, 32, 33].

Simon je v svojih delih podrobno razdelal tako omejitve
¢lovekovega kognitivnega sistema kot znacilnosti okolja. Menil
je, da ni dokazov, ki bi pricali v prid temu, da ¢lovesko odlocanje
poteka na nacin, kot to predpostavljajo normativne teorije, in da
ljudje v kompleksnih odlocitvenih situacijah uporabljamo
poenostavitve. Ena od njih je, da ne i8¢emo najboljSe mozne,
optimalne resitve, temve¢ si postavimo kriterij in izide nad njim
obravnavamo kot zadovoljive, pod njim pa kot nezadovoljive.
Seveda se ob tem poraja vprasanje, na kakSen nacin si
postavljamo kriterij. Poleg tega pogosto nimamo popolnih
informacij o tem, do kak$nih izidov bodo privedle razli¢ne
alternative. Simon je zagovarjal, da v samem procesu odlocanja
postopoma pridobivamo informacije o tem in posodabljamo nase
poznavanje odnosa med alternativami in izidi. Vrednotenje
alternativ po njegovem mnenju poteka postopoma, zaporedno, in
odloc¢evalec lahko preprosto izbere prvo zadovoljivo. Kriterij za
to, kaj je zadovoljiva resitev, lahko po potrebi prilagajamo — ce
je previsok, ga znizamo in obratno, s ¢imer zagotovimo, da bomo
v vsakem primeru prisli vsaj do ene resitve [30].

Poleg zmoznosti organizma je za razumevanje racionalnosti
potrebno upostevati tudi strukturo okolja. Simon je menil, da se
moramo osredotoCiti na lastnosti okolja, ki so za odlocevalca
pomembne in ki predstavljajo njegov Zivljenjski prostor. Ne gre
torej preprosto za preucevanje fizi¢nih lastnosti sveta, ki nas
obdaja; to, kaj smatramo kot okolje, je odvisno od zaznavnih
sposobnosti, zelja, potreb in ciljev organizma. Po Simonovem
mnenju odlo¢evalci nimajo le enega, temve¢ ve¢ razliénih
mehanizmov odlocanja, ki so hierarhi¢no urejeni, in vprasanje,
ki si ga moramo zastaviti, je, katere procese odlo¢anja bomo v
posameznih situacijah Se lahko oznacili za prilagoditvene [31].

Vprasanje, kaj pomeni racionalno obnaSanje, je torej
drugacno, Ce ga zastavimo z upostevanjem omejitev odlocevalca
in njegovega okolja ali pa iz perspektive normativnih teorij
racionalnosti. Ob upoStevanju vseh omejitev Cloveka, zlasti
glede racunskih in napovednih sposobnosti, je dejanska,
Cloveska racionalnost lahko v najboljSem primeru le
poenostavljen priblizek t. i. globalne racionalnosti, na kateri
slonijo npr. modeli teorije iger [30].

Koncept omejene racionalnosti se je od izvirnih Simonovih
del do danes razvijal in nadgrajeval ter Se vedno moc¢no vpliva
na preucevanje odlocanja in racionalnosti [34]. Na njem temelji
tudi delo psihologa Gerda Gigerenzerja in sodelavcev, ki so
osnovali raziskovalni program hitrih in var¢nih hevristik ter so
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ostri kritiki programa hevristik in pristranosti. Zagovarjajo, da so
hevristike lahko uéinkovita orodja misljenja in da poseganje po
njih v nekaterih situacijah, sploh taks$nih z visoko stopnjo
negotovosti, lahko pojmujemo kot racionalno. Ukvarjajo se s
tako imenovano ekolosko racionalnostjo, kjer je poglavitno
vprasanje, katera strategija v doloceni situaciji vodi do boljsih
izidov kot druge. Boljse kot je ujemanje med strategijo, na primer
doloceno hevristiko, in strukturo naloge, bolj ekolosko racionalni
smo [35, 36].

7 RACIONALNOST PREPRICANJ

Poleg racionalnosti dejanj lahko govorimo tudi o racionalnosti
prepri¢anj. Preprianje je eden od temeljnih pojmov v
epistemologiji in je del klasi¢ne tripartitne definicije znanja, ki
le-tega opredeli kot upravi¢eno resni¢no preprianje. Eno od
osrednjih vprasanj epistemologije je, kako priti do resni¢nih
prepricanj. Vprasanje je nelocljivo povezano s preucevanjem
racionalnosti. KakSen je odnos med racionalnostjo,
upravicenostjo in resni¢nostjo preprianj ter znanjem? So
racionalna prepricanja tista, ki so upravicena, ali gre za lo¢ena
pojma? Kako ljudje oblikujemo svoja prepricanja in kako bi jih
morali [37, 38]?

Tradicionalni pogled je, da je vprasanje, kako bi ljudje morali
oblikovati prepri¢anja, v domeni epistemologije, vprasanje, kako
dejansko jih, pa v domeni psihologije, in da naj bi disciplini
delovali loceno ena od druge. Do neke mere drzi, da so
normativna vpraSanja epistemologije loCena od deskriptivnih
vprasanj psihologije - ¢e bi dolo¢ena psiholoska spoznanja na
primer pricala o tem, da je proces oblikovanja prepriCanj
pretezno nezaveden in da ljudje ve¢inoma stremimo k tem, da
sprejmemo prepricanja, ki spadajo v ze obstojeCo mrezo
prepricanj, to samo po sebi ne daje dodatne teze koherentisti¢ni
teoriji upravi¢enja v epistemologiji. Vprasanji sta se zaceli
povezovati v 60. letih prejSnjega stoletja, ko je Willard V. O.
Quine predstavil program naturalisticne epistemologije, ki
poudarja, da so pri preucevanju prepri¢anj in znanja potrebne
tudi metode, izsledki in teorije empiri¢nih znanosti [38].

V literaturi se pogosto pojavlja izraz epistemska racionalnost.
Pritchard jo opredeli kot obliko racionalnosti, katere cilj je
pridobivanje resni¢nih prepri¢anj [37]. Po njegovem lahko
¢lovek, ki stremi k epistemski racionalnosti, privzame razlicne
strategije. Ena od njih je maksimizacija Stevila resni¢nih
prepricanj, druga pa minimizacija Stevila napacnih prepricanj,
vendar pri obeh naletimo na tezave: najboljsi nadin za
maksimizacijo Stevila resni¢nih prepricanj je, da verjamemo kar
koli, s ¢imer neizogibno pridobivamo tudi napacna prepricanja,
najboljsi nafin za minimizacijo Stevila napacnih prepri¢anj pa,
da ne verjamemo skoraj niCesar. Zdi se, da bi bilo najbolj
smiselno privzeti vmesen, uravnoteZzen pristop med verjetjem
vsemu in radikalnim skepticizmom [37]. Cilj epistemske
racionalnosti pa ni postavljen v prihodnost, temve¢ v sedanjost —
veéino epistemologov zanima, kak$no je stanje nasih resni¢nih
preprican;j v tem trenutku, ne pa na primer ¢ez eno leto. Za primer
lahko vzamemo osebo, ki je brez ustreznih dokazov prepric¢ana,
da je dobra v matematiki. To prepri¢anje vodi v obiskovanje
dodatnih ur matematike in zvisuje motivacijo ter koli¢no ucenja,
kar na dolgi rok dejansko pripomore k ve¢jemu Stevilu resni¢nih
prepri¢anj o matematiki. Kljub temu bi vedina epistemologov



zavrnila idejo, da je posedovanje prvega prepricanja epistemsko
racionalno [38].

Do zdaj omenjeni pogled prepricanja pojmuje kategori¢no,
pri ¢emer imamo le tri moznosti: lahko smo prepricani, da p,
prepricani, da ne-p, ali pa se prepri¢anja vzdrzimo. Nekatera
podrocja epistemologije, na primer bayesovska epistemologija,
pa prepriCanja obravnavajo kot stopenjska — prepricanje torej ni
ve¢ propozicionalno stanje v smislu »vse ali ni¢«, temve¢ smo
lahko v neko propozicijo prepricani bolj ali manj. V tem primeru
se odpirajo Stevilna nova vprasanja, na primer kaksen je odnos
med dokazi za doloc¢eno propozicijo in naSo stopnjo prepri¢anja
vanjo ter kak$no stopnjo preprianja potrebujemo, da lahko
trdimo, da je posedovanje nekega prepri¢anja epistemsko
racionalno [39, 40, 41]. S tem povezana so tudi vpraSanja o tem,
kako preprianja posodabljamo ali spreminjamo, ko
pridobivamo nove informacije. Obstajajo razli¢ni modeli, ki
opisujejo te procese, na primer AGM model revizije prepricanj
[42] in teorija rangiranja [43, 44].

Nadaljnja vprasanja, povezana z epistemsko racionalnostjo,
se dotikajo epistemskih norm in odgovornosti. Pravila, ki nam
narekujejo, kako oblikovati prepricanja, se imenujejo epistemske
norme. Poraja se vprasanje, ali lahko agenta, ki prepri¢anja
oblikuje v skladu z napac¢nimi epistemskimi normami, $e vedno
smatramo za epistemsko racionalnega. Sibkejsi, deontiéni pogled
na epistemsko racionalnost pravi, da ja — agentova prepricanja so
epistemsko racionalna, ¢e so v skladu z epistemskimi normami,
ki jim agent sledi. V hipoteticni situaciji, kjer bi bil agent
sistematicno zaveden glede epistemskih norm, ni odgovoren za
morebitna napacna preprianja; nasprotno pa v situaciji, kjer je
bil seznanjen s pravimi epistemskimi normami, pa vseeno sledi
napacnim, odgovornosti za napacna preprianja ni razresen.
Mocnejsi, ne-deonti¢ni pogled pa kot kriterij za epistemsko
racionalnosti postavlja, da agent sledi pravim epistemskim
normam, torej tistim, ki dejansko vodijo do resnice. TeZava ne-
deonti¢nega pogleda je v tem, da agent nikoli ni odgovoren za
napacna prepri¢anja — Ce sledi napac¢nim epistemskim normam,
sicer ni epistemsko racionalen, vendar tudi ni odgovoren za svoje
zmote [37].

Predmet razprave je tudi vprasanje o odnosu med epistemsko
racionalnostjo in upravi¢enjem. Nekateri izraza »epistemsko
racionalna prepricanja« in »epistemsko upravicena prepri¢anja«
uporabljajo kot sinonima, drugi ju lo¢ujejo. V drugem primeru ni
jasno, kakSen je odnos med epistemsko racionalnim
prepri¢anjem in znanjem. Ena od moznih pozicij je, da tudi ce
sprejmemo upraviéenje vsaj kot nujen, ¢e ne Ze zadosten pogoj
za znanje, za epistemsko racionalnost to ne velja. Epistemsko
racionalna prepri¢anja torej z znanjem niso povezana na enak
nadin kot upravitena prepri¢anja. Ce prekinemo povezavo med
znanjem in epistemsko racionalnostjo, nam to omogoca, da
slednjo preucujemo tudi izven okvirja epistemologije in jo
povezemo z drugimi vidiki racionalnosti, primer
racionalnostjo odlocitev in dejanj. Foley predlaga, da je odlocitev
(nacrt, strategija) za osebo racionalna, ¢e lahko oseba epistemsko
racionalno verjame, da bo odlocitev v zadovoljivi meri vodila v
izpolnitev njenih ciljev [38].

Namen tega dela prispevka je bil nakazati le nekatera izmed
Stevilnih vprasanj, ki se odpirajo na presecisu preucevanja
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racionalnosti in epistemologije. Racionalnost prepricanj ali
teoretsko racionalnost se pogosto prikazuje kot protipol prakti¢ni,
instrumentalni racionalnosti in menim, da je za razumevanje
celotne slike pomembno poznavanje obeh pogledov ali »vrst«
racionalnosti. Osredotocila sem se predvsem na odnos med
racionalnostjo in razli¢nimi temeljnimi pojmi epistemologije,
zlasti upravicenjem, ter na povezavo med racionalnostjo in
epistemskimi normami. Seveda pa na podro¢ju racionalnosti
prepricanj obstajajo Se Stevilna druga vprasanja in pogledi, opis
katerih presega namen prispevka.

8 ZAKLJUCEK

Racionalnost je kompleksen pojem, ki zajema Siroko paleto
Cloveskega spoznavanja in delovanja. Opredelitve racionalnosti,
kriteriji zanjo in metode, s katerimi jo preuCujemo, so tako
Stevilne in raznolike, da kategori¢nega odgovora na vprasanje,
ali smo ljudje racionalni, ni pri¢akovati. Hkrati so prakti¢no vsa
podrodja naSega Zivljenja prepredena vsaj z implicitnimi
prepostavkami o lastni (i)racionalnosti in tako je preucevanje le-
te pomembno ne le iz teoretskega, ampak tudi iz aplikativnega
vidika. Preucevanje racionalnosti kot optimalnega doseganja
ciljev lahko sluzi kot podlaga za oblikovanje spodbud in strategij,
ki bi tako posameznikom v vsakdanjem zivljenju kot
strokovnjakom z razli€nih podrocij, kot so zdravstvo,
gospodarstvo in pravo, pomagale pri u¢inkovitem sprejemanju
dobrih odlocitev. Tu pa pridemo do naslednjega vprasanja, ki se
odpre, ko presezemo instrumentalno pojmovanje racionalnosti —
kaj so »dobre« odloditve ali »racionalni« cilji? In nenazadnje,
zakaj bi si pravzaprav Zeleli biti racionalni — ker menimo, da je
tako prav, ker racionalno delovanje izboljSuje nase moznosti za
prezivetje in uspeh, ker vodi v sreco in blagostanje? Tudi pri
racionalnosti prepri¢anj se odpirajo podobna vprasanja; eno od
njih je, ali je doseganje resnice vedno primarni epistemski cilj.

Pojmovanje racionalnosti je pomembno tudi pri razmislekih
o razliénih vidikih zaupanja v znanost. Na kakSen nacin je
znanje, ki ga pridobivamo z znanstveno metodo, druga¢no od
znanja, ki ga pridobivajo laiki v vsakdanjem zivljenju? Koliko
prostora za napake in kolik$no stopnjo negotovosti je smiselno
dovoliti, ko preverjamo hipoteze? Kaks$ni dokazi so dovolj dobri,
da bomo neko trditev sprejeli ali ovrgli? Odgovori na ta in
podobna vprasanja so deloma odvisni od tega, kakSen pogled na
racionalnost privzamemo.

Menim, da sta pri preu¢evanju racionalnosti pomembni tako
filozofska analiza kot metode empiri¢nih znanosti, ki nam dajejo
vpogled v procese in mehanizme v ozadju cloveskega
oblikovanja preprianj, sklepanja, presojanja in odlocanja.
Integracija spoznanj razlicnih disciplin lahko pripomore k
zmanjSevanju vrzeli med normativnimi in deskriptivnimi
teorijami ter pripomore k oblikovanju karseda celostne slike
¢loveske racionalnosti.
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ABSTRACT

In this study we investigate how joint history shapes strategic
decisions for solving coordination problems. We show that
coordinating partners use the history of their past interactions to
select their strategies. More precisely, people accurately predict
that a winning strategy used in the past is mutually salient and
can be successfully used again in similar situations. Thus, joint
history helps players form accurate mutual expectations about
each others’ choices and increase the rate of successful
coordination.

We demonstrate that precedence is strongly relied upon and
provides insights into the psychological bases of the social
processes through which conventions emerge. By investigating
the path dependence of the individual behaviour in the context
of coordination, we experimentally confirm that conventions
emerge because people systematically rely on their past
interactions in order to coordinate successfully.

KEYWORDS

coordination games, path dependence, Schelling salience

1. INTRODUCTION

Coordination is the process of tacit convergence on a mutual
strategy in the context of interdependent decisions.
Coordinating partners can choose to do exactly same thing
(drive on the right side of the road), exactly the opposite thing
(wait while another person is calling back after the line is cut)
or complement each other’s actions to produce a common
outcome (division of the household chores). In many everyday
cases coordination is achieved by following an existing
convention, by making an explicit verbal agreement or by
performing actions in sequence, when the person initiating the
interaction has the opportunity to make the first choice and
express their preference. However, even in the absence of
communication, successful coordination can be accomplished
with the probability much higher than chance. Thomas
Schelling first draw attention to this apparent paradox of
coordination with his informal experiments [1], that were later
successfully replicated in the controlled settings [2, 3].
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In pure coordination games (Schelling games) participants are
asked to choose the same option from the set of equally
attractive ones. Surprisingly, people tend to converge on one
particular option at a rate significantly higher than chance. For
example, choosing between «heads» or «tails» reveals
consistent preference for «heads», much higher than
mathematically implied equiprobability. Such recognisable
prominence of one alternative over another, that results in a
stable solution, is called a focal point or salience.

Pure coordination games therefore pose a question how to
identify a unique solution to avoid coordination failure [4].
Although the exact reasoning behind the coordination process is
open for debate [5, 6, 7, 8], Schelling’s suggestion is to look for
such selection rule among many, which can single out a
successful coordination strategy. This rule should be mutually
recognised by the interacting parties to be able to provide
reliable means for coordination [1]. A focal point, emerged by
applying such selection rule, is called Schelling salience.

Building on the logic of coordination games, David Lewis
convincingly argued for the emergence of (linguistic)
conventions [9]. According to his account, observed
behavioural regularities that are commonly known among the
population, create accurate mutual expectations that facilitate
coordination by providing unambiguous solution to social
coordination problems, resulting in stable equilibria.

We hypothesise that these behavioural regularities become
salient by virtue of repeating precedence, which is used as
Schelling salience, once the agents are confronted with the
coordination problem.

The goal of the study is to show how the joint history of
interactions in coordination problems shapes the choice of
coordination strategies. At the cognitive level, this means that
joint history is used by people as relevant information for
choosing their strategy for coordination.

The following hypotheses were tested:
H1: Joint history facilitates accurate mutual expectations.

Players choose a coordination strategy in view of what they
expect their partner to do. These expectations are informed by
the knowledge they have of their joint history, which makes
their prediction more accurate.

H2: Joint history determines coordination strategies.

When the situation does not provide any unambiguous clues for
coordination, players choose a specific strategy that resulted in
successful coordination in the past to resolve the ambiguity and
avoid coordination failure.
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2. METHOD

This research is based on the empirical methodology of
experimental game theory. The economic game chosen for the
experiment is pure coordination game [1, 2, 3].

In the experiment, participants were presented with various
layouts of coloured tokens and asked to coordinate on the token
of the same colour. Both sets of tokens were visible to both
partners and the choice was simultaneous. The result of every
interaction and individual players' choices were logged online
in real time. The analysis was carried out for the particular type
of rounds (at individual or dyadic level) with the condition as
an independent variable.

2.1. Participants

One hundred and thirty-three participants took part in the
“Mobile Coordination Games” experiment, which was
conducted online in two parts. Game sessions for the baseline
condition were organised during June and July, 2021 with a
total of 51 participants (mean age = 26.2 years; 16 females and
35 males). Game sessions for the experimental conditions took
place in January, 2022 with a total of 82 participants (mean age
= 24.1 years; 24 females and 58 males). Participants were
recruited online via the Sona Research Participation System of
Central European University. There were no restrictions on
participation for the adult participants, who needed basic
English skills for understanding the instructions and a mobile
device for accessing the Coordy research application. All the
participants received compensation based on their performance
level (average amount = 4,9 euros) in the form of an online
voucher of their preference, either Amazon or PayPal.

2.2. Materials

To enable empirical investigation of the real-time coordination
between the pairs of participants, a proprietary mobile research
application named Coordy has been developed for both Android
and i0S based mobile devices. Coordy was officially released
and became available for download on Google PlayMarket and
AppStore.
In the experiment, we used two different kinds of experimental
scenarios:

. 30 single rounds of various difficulty in the baseline

condition:

A. easy rounds with the symmetrical clues for coordination;
B. hard rounds with the clashing clues;
C. equiprobable rounds with no coordination clues;

. 46 games of five rounds (experimental conditions).
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Figure 1: Examples of A, B and C rounds.
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2.2. Experimental conditions

We used a between-subject design to examine the research
hypotheses. Participants were presented with the experimental
scenarios under the following three conditions:

(1) no joint history (baseline condition)

Baseline data reveals the rate of coordination in the absence of
joint history of play. The baseline condition also helps to
empirically differentiate various types of rounds that are used to
construct scenarios in the experimental conditions. Rounds that
reveal preference for one particular colour will become history
rounds. Rounds, where the colour choices are equally
distributed, will become test rounds. Coordination index [2, 3]
is calculated to show the hypothetical coordination rate of the
unpaired participants based on their individual responses.

Experimental setting: Participants play single rounds in pairs
with their player IDs hidden. They connect with the new partner
after each round and are aware of this. The participants pool is
set to 2 players to allow random pairing.

Experimental stimuli: 30 individual rounds of various difficulty.
Each round could be played for up to 2 times by any player (but
not in sequence).

(2) random joint history (experimental condition)

Participants have the opportunity to build a joint history of play,
consisting of randomly assigned rounds. This history of mutual
interactions can provide them with the clues for successful
coordination in the test round. Its coordination rate will be
compared to the corresponding baseline rate and the
coordination index.

Experimental setting: Participants play games, consisting of
four random rounds and a test round, in dyads with their player

IDs shown. They change their game partner after each game.
The participants pool is set to 8 players to allow fixed pairing in
order to avoid repetitions.

Experimental stimuli: 36 games of 5 rounds from the baseline
condition (6 unique histories of four rounds combined with
each of the 6 test rounds). Each game was played just once
during the game session.

(3) specified joint history (experimental condition)

Joint history, provided by the designed scenario, increases the
probability that a certain strategy is used during this history
and, subsequently, in the test round. Individual player’s
strategy, operationalised as a choice of the specific colour, will
be compared between different histories that end up with the
same test round.

Experimental setting: Participants play games, consisting of
four predefined rounds and a test round, in dyads with their
player IDs shown. They change their game partner after each
game. The participants pool is set to 8 players to allow fixed
pairing in order to avoid repetitions.

Experimental stimuli: 10 games of 5 rounds (5 unique histories
of four rounds combined with the corresponding test rounds).
Each game was played twice during the game session.

All the scenarios (both single round and games of five rounds)
appeared during the game sessions in the randomised order to
avoid order effects. The order of rounds within a particular
game was fixed. Both experimental conditions were tested
together during the same game sessions.
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3. RESULTS

Before reporting the results of the study, we would like to
clarify the issue of the players’ expertise and its potential
influence on the outcome of coordination. In both conditions,
all the participants would start playing without any prior
experience (match number 0). We analysed the outcome of the
coordination in the last round (success or failure) for match
numbers below and above 7 (half of the experimental game
sessions) and found no evidence for the improvement of the
coordination success at the dyadic level. Coordination in the
last round was successful in about half of the games irrespective
of the participants’ level of experience with the task.

3.1. Baseline results

A chi-square test of goodness-of-fit was performed to determine
whether each of the three colours were equally chosen by the
participants in the particular round.
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Figure 2: Baseline coordination rates for the A, B rounds.

A preference for a specific colour was found in the majority of
A rounds (except for A15) and some B rounds (B3, B11, B12).
The corresponding dots on the graph are coloured with the
colour that was chosen the most (over % of the individual
choices) in the particular round. Also the coordination rates
(CRs) for those rounds were very high (mean CR = 0.72).
These rounds were used to constitute history rounds.

A preference for the specific colour was not found in the four B
rounds (B1, B8, B17, B18) and one A round (A15). While the
choices for the three colours were not equally distributed in the
rounds B2, B4, B7 and B9, the proportion of any particular
colour did not exceed 60%. Their corresponding dots on the
graph are therefore coloured in black. Also their CRs were
significantly lower (mean CR = 0.43) than in the previous
group of rounds with the focal points. These rounds were used
as test rounds in the random history condition.

For the majority of C rounds (C1l, C3, C4, C6) a colour
preference was not established. Also the CRs for C rounds were
not significantly higher than chance (mean CR = 0.57). Hence
they are not depicted on the graph. These rounds were used as
test round in the specified history condition.

3.2. Random history results

A chi-square test of independence was performed to examine
the relation between the coordination rate in the test rounds (at
the group level) and the history of previous interactions. The
relation between these variables was significant, X2 (1, N = 592)
=8.39,p<.01;r=.12.
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Participants were more likely to successfully coordinate in the
test rounds after the joint history of play than without it.

W Baseline [l Random history
0,6

0,4

0,2

0,0
Coordination index

Coordination rate

Figure 3: Change in the coordination rate and coordination
index across conditions (group-level). Levels of significance:
% p <.01, ***: p <.001.

A two-proportion z-test was conducted to calculate the
difference between the CR and coordination index (CI) in the
last round of the games with random history. For the group of
test B rounds CR was found to be significantly higher than CI
after the joint history of play z (N = 1029) = 4.26, p <.001;
r=.13.

Therefore the actual coordination rate exceeds the rate of the
expected coordination, when the choices are made by the
randomly paired participants.

3.3. Specified history results
A chi-square test of independence was performed to examine
the relation between the individual player’s choice in the same
test round and the specific history preceding that round.
History Red
History Blue
History Green
History Blue
History Red

History Green

0% 25%

50%

75% 100%

Figure 4: Individual player’s choice of colour for
coordination in the last round after the specified history.

For some pairs of histories, the relation between these variables
was significant:

. for the test round C4 after the histories Red and Blue
X2 (I,N=74)=729,p<.01;r=.3;
. for the test round C2 after the histories Green and

Blue X? (1, N = 74) = 15.69, p < .0001; r = 45.

In the same test round, participants were more likely to choose
the modal colour of the history rounds (e.g. in the test round C4
participants were more likely to choose red colour after the
history Red and blue colour after the history Blue).

For the histories Red and Green the relation between these
variables was statistically insignificant.
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4. DISCUSSION

In this study we aimed to investigate how previous interactions
can influence the outcome of coordination for the pair of
players. First, we let the participants play single rounds
anonymously. Even though the participants played several
rounds, they could not constitute joint history of interaction
because they were — knowingly — paired with a new random
participants for each round. This set-up helped us identify
rounds with the «natural» focal points, i.e. colours that appealed
to the participants as obvious to coordinate upon due to the
specific layout of the scenario, irrespective of other factors.

We noticed that in the absence of communication and any
explicit coordination rules, participants did manage to
coordinate more than rational choice theory would predict. This
is in line with previous results showing that people are able to
rely on Schelling salience in order to coordinate successfully.

In our experiment participants converged on a tacit rule for
coordination, which was «choose colour with the most tokens
present on both players’ layouts». Those rounds, where this rule
could not be unmistakably applied, demonstrated lower
coordination rates and were chosen to be the test rounds for the
subsequent experimental conditions. We wanted to explore the
possibility that the history of interactions itself would provide
Schelling salience and thus determine the choice of colour to
increase the coordination rate.

We then created games with five rounds, which were played by
the participants in dyads with their IDs shown and mutually
known, thus letting them build the history of mutual
interactions. In the games, which histories did not suggest a
choice of any specific colour, we observed a significant
improvement coordination in the last round. Interestingly, the
coordination index for this round did not significantly changed
between the conditions with and without joint history. It is only
the actual coordination rate that changed. In other words, had
the participants been paired randomly for the last round, no
improvement would have occurred.

This suggests that the increase in coordination rate is due to
players tracking what they have played with their own partner
and using this information to make their future choices. This
findings confirm our hypothesis that joint history of play
facilitates coordination. When the game partners are aware of
each other’s previous choices, they tend to choose the focal
point for coordination more accurately. However, the effect size
of the observed differences remained small. One possible
explanation is that randomness and variety of the history rounds
created clashing focal points to converge on.

In the games from the third condition, where a history of rounds
nudged the choice of a given colour, we observed that this same
colour tended to be chosen in the last round. More precisely,
participants had to select one of two colours in the last round of
their joint history. They tended to select the same colour, on
which they coordinated during their joint history. They did so
significantly more than the participants, who were given a joint
history that nudged towards another colour. We documented
that effect for two test rounds with a moderate effect size. We
did not observe a significant effect for the third test round.

Our post-hoc hypothesis is that the salience of the red colour
overshadowed the salience shaped by the history of past
interactions. This mixed result calls for the replication study
with the different set of stimuli.
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Overall, in our experiment we managed to observe how
participants make use of the precedence by applying the
following rule for coordination: «choose the colour that brought
us successful coordination before». Though studying path
dependence in the lab setting poses certain challenges [10],
some researchers found the way to address them using the
economic games [11]. In the future, it could be fruitful to
empirically investigate the robustness of the coordination rules
and the amount of common knowledge required for their
emergence [12, 13, 14, 15].
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ABSTRACT

Research in the context of COVID-19 pandemic has consistently
shown that scientific distrust adversely affects health-related
behavior. Therefore, the aim of our study was to identify the risk
factors for the development of scientific distrust, with emphasis
on the role of sociodemographic variables and social media use.
A convenience sample of 490 Slovene speaking individuals was
used to perform hierarchical linear regression analysis. In line
with our hypotheses, the results showed that trust in science was
negatively correlated with age, religiosity and use of social media
as an information source about COVID-19, while it was
positively correlated with male gender and total years of formal
education. When only sociodemographic variables were entered
into the prediction model, each of them explained a significant
proportion of the variance in trust in science. However, after the
inclusion of social media use, religiosity was no longer a
significant predictor. In contrast to our expectations, the results
also showed no significant interaction between education and
social media use when predicting trust in science. Our findings
are further discussed and additional implications are provided.

KEYWORDS

COVID-19, trust in science, social media use, education,
religiosity

1 INTRODUCTION

When the new coronavirus (Sars-CoV-2) started to spread in
2020 it has quickly become evident that the world as we knew it
was about to change. Ever increasing number of infections led to
health system overloads, high mortality rates, mental health
difficulties and great economic burden [1]. As adoption of social
distancing measures and newly developed vaccines was crucial
for reducing the spread of the new coronavirus and its adverse
consequences, identification of factors influencing health-related
behavior became of utmost importance. One of the variables that
has been consistently found to predict preventive behavior as
well as vaccine acceptance is trust in science [2].

According to Barber [3] public trust in science depends on the
perceptions of scientists’ compliance with technical and moral
norms. Technical norms consist of expectations that the scientists
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will perform an assigned task with a certain level of competence
and expertise, while moral norms are related to the anticipation
that by doing so, they will also act in a way that puts the interest
of the community before their personal advances. Similarly,
Wintterlin et al. [4] argue that trust in science is rooted in
expectations that scientists’ claims are epistemically sound and
that science has a prosocial stance. Overall, perhaps the most
comprehensive definition of trust in science has been provided
by Nadelson et al. [5], describing it as a multifaceted construct,
which includes affective components, credibility and
trustworthiness perceptions, knowledge and epistemic beliefs.
Since scientists were the main source of information on
COVID-19 and its adverse consequences, and also the ones that
helped governments develop preventive measures and vaccines,
the findings that low trust in science negatively impacts health-
related behavior [2] should not come as a complete surprise.
However, not much has been researched about the predictors of
trust in science in the context of the pandemic. As we believe this
kind of knowledge is crucial to implement communication
changes, which could accurately address those who are
particularly prone to developing scientific mistrust, we
conducted a study focusing on the sociodemographic predictors
of trust in science as well as its connection to social media use.

1.1 Predictors of Trust in Science

Previous research on the relationship between trust in science and
age has shown somewhat mixed results. For example, some
researchers reported on non-significant correlations [6], while
others found that scientists were more likely to be trusted by
those who are younger [7]. The latter result could in part be
explained by higher average levels of education among younger
individuals, however age remained an important predictor even
when education was accounted for [7].

Regarding gender, previous research has consistently shown
that men generally have more positive attitudes towards science
than women [6][8]. However, when possible reasons for these
results were examined, other sociodemographic variables, such
as education, religiosity and work status were found to explain
this gender gap [8].

Throughout history, religion and science were often seen as
epistemologically conflicted [9], which may have resulted in
lower trust in science by those who are more religious. Indeed,
previous research has shown that religiosity was associated with
negative attitudes towards science as well as lower science
literacy [5][10].

Another sociodemographic factor that has been consistently
shown to predict trust in science is education [6]. One of the most
prevalent explanations for the described relationship was that



Information Society 2022, 10-14 October, Ljubljana, Slovenia

education indirectly influences positive attitudes towards science
by increasing scientific knowledge [11]. However, further
research showed that education remained an important predictor
of trust even when controlling for scientific knowledge [12].

Although previous research has indicated that social media
use positively predicts trust in science [13], we believe that the
results might be different in the times of COVID-19 pandemic.
Since social platforms enabled rapid misinformation dispersion
[14], extensive social media use could lower trust in science by
increasing conspiracy beliefs about scientists’ involvement in the
pandemic. Indeed, our previous research [15] showed that the
extent of using social media as an information source predicted
COVID-19 conspiracy beliefs, which were also highly inversely
correlated with trust in science.

1.2 The Present Research

The aim of our study was to examine the importance of several
sociodemographic variables and social media use in predicting
trust in science. Based on the previous findings we hypothesized
that trust in science will be higher among younger individuals
(H1), men (H2), those who are less religious (H3), more educated
(H4) and those who obtained less information about the
coronavirus from the social media (HS). Additionally, we
hypothesized that education would have a moderating role in the
relationship between social media use and trust in science (H6).
Since critical thinking has been found to develop through
education [16], we assumed that even extensive social media use
would not reflect in high levels of scientific distrust as long as
individuals would be capable to critically evaluate the quality of
obtained information. Furthermore, we also aimed to investigate
the amount of the variance in trust in science that a combination
of these variables could explain as well as their relative
importance when entered into a multivariate prediction model.

2 METHOD

2.1 Sample

Data collection took place between March 29 and April 7, 2021,
using an online survey. Convenience sample was used,
consisting mostly of students at the University of Ljubljana and
members of different COVID-19 related Facebook groups.
Responses of 490 participants (397 women, 92 men and one non-
binary), aged from 18 to 70 years (M = 35.7, SD = 13.2), were
analyzed. The majority (56.5%) of the participants had a college
degree, 41.8% reported on having a high school diploma and
1.6% completed only elementary school. Furthermore, 31.6% of
them were students, 54.7% were employed, 9.0% were
unemployed and 4.7% were retired.

2.2 Measures

Demographic data was obtained through a series of questions on
age, gender, years of education and employment status.

Religiosity was measured by the participants’ level of
agreement with the statement “/ would define myself as a
religious person.” on a 7-point Likert scale with anchors, 1
(Strongly disagree) and 7 (Strongly agree).

Use of social media as an information source about COVID-
19 was measured by moving an interactive slider between values
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0 and 100 to estimate the percentage of information about the
new coronavirus they obtained through social media.

Trust in Science was measured by the Trust in Science and
Scientists Inventory [5], which contains 21 items (e.g., We can
trust science to find answers that explain the natural world.).
Participants were asked to rate their agreement with the provided
statements on a 5-point Likert scale with anchors, 1 (Strongly
disagree) and 5 (Strongly agree). Confirmatory factor analysis
(CFA) showed poor one-factor model fit, so we excluded item
11, which was semantically very similar to items 9 and 10.
Additionally, we allowed for some residual covariances
according to modification indexes. The fit of the modified 20-
item scale was acceptable: y2(166) = 484.642, p < .001, CFI
=.939, TLI=.930, RMSEA = .070, 90% CI: [.063, .078], SRMR
= .042. The shorter version of the scale also showed excellent
internal consistency (a = .95).

3 RESULTS

Firstly, the factor structure of the translated Trust in Science and
Scientist Inventory was assessed by confirmatory factor analysis
(CFA), using R package lavaan [17]. Since the data were non-
normally distributed, we used the robust maximum likelihood
method (MLM) of model estimation. After minor modifications
were implemented to achieve an acceptable one-factor model fit,
the total trust in science score was calculated as a mean value of
all items. All further analyses were done in IBM SPSS version
25.0 [18].

Secondly, descriptive statistics and intercorrelations were
calculated for all measured variables. The results showed that
trust in science was negatively correlated with age (r = -.14, p
=.002), religiosity (r =-.16, p <.001) and use of social media as
an information source about COVID-19 (r = -.35, p < .001),
while it was positively correlated with male gender (7,, = .21, p
<.001) and total years of formal education (» = .29, p <.001).

Thirdly, when we determined that all assumptions for
multiple linear regression were met, hierarchical linear
regression analysis was conducted. Trust in science was entered
into the analysis as a criterion variable, while all other measured
variables were consecutively added as predictors (see Table 1).
In the first step age and gender together explained 6.5% of
variance in trust in science with younger individuals and men
exhibiting more trust. Both predictors were significant, although
the relative importance of gender was greater. In the second step
religiosity explained only 1.8% of additional variance in trust in
science, however the change in R’ was statistically significant.
Those who were less religious showed significantly higher levels
of trust even when age and gender were accounted for.
Furthermore, both age and gender remained significant
predictors of trust despite slight decrease of gender's 3 value. In
the third step the years of formal education turned up to be the
most important positive predictor of trust in science, additionally
explaining 6.7% of its variance. Inclusion of education slightly
lowered the 3 values of age and religiosity, however all included
predictors remained statistically significant. In the fourth step the
share of COVID-19 information obtained from social media was
added into the equation, explaining an additional 5.8% of
variance in trust in science. The results showed that those who
relied more on social networks to obtain information were less
likely to trust in science. Altogether, a combination of five
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Table 1: The results of the hierarchical linear regression analysis

Step 1 Step 2 Step 3 Step 4 Step 5

Variable B SE B B SE B B SE B B SE B B SE B

Age -01 00 -.14* -01 00 -.14* -01 00 -11* -01 00 -.11* -01 00 -11™
Male gender 46 .10 21 42 10 .19 41 09 19 28 09 .13* 28 09 a3 ™
Religiosity -07 02 -.14* -05 02 -11° -03 02 -07 -03 02 -07
Education A0 02 26 08 02 21 09 03 22
SM information -01 00 -26™* -01 01 -21
Edu x SM info 00 00 -.05
R2 064 083 .149 207 207
AR? 064 018 067 058 .000

Note. *p <.05. **p < .01. ***p <.001.

predictors explained 20.7% of variance in trust in science.
However, after the variable of social media use was included, 3
values of gender, education and religiosity decreased, thus
designating religiosity as a non-significant predictor. Finally,
analysis in the fifth step showed that there was no significant
interaction between education and social media use when
predicting trust in science.

4 DISCUSSION AND CONCLUSIONS

The aim of our research was to examine the predictors of trust in
science in the context of COVID-19 pandemic since such
knowledge could be used to implement communication changes
that might motivate higher compliance with preventive measures
and protect public health.

Regarding age, the results were in line with our assumption
that younger individuals are more likely to trust in science (H1).
Although our finding is supported by some of the previous
research [7], it is still somewhat surprising, since general trust is
known to increase with age [19]. Negative relationship between
trust in science and age could be explained by lower average
educational levels among the elderly, as both knowledge about
science and certain cognitive skills, which are thought to be
related to higher trust in science [6][20] are developed through
education [16][21]. Indeed, in our study age and education were
negatively correlated (» =-.12, p = .010), however age remained
a significant predictor even when education was controlled for.
Another possibility may be that the relationship between age and
trust in science is underlaid by religiosity, as previous research
showed that older individuals are more likely to be religious [22]
and that religiosity also predicts lower trust in science [10].
However, our results showed that religiosity and age were not
significantly correlated (r = -.03, p .504), therefore
undermining the described reasoning.

The results of our study were also in line with the assumption
that male gender would be positively related to trust in science
(H2). Even though some of the previous studies [8] indicated that
this relationship could be entirely accounted for by other
sociodemographic variables, we found that gender remained a

89

significant predictor of trust in science even when age, religiosity
and years of education were controlled. One possible explanation
for this result may be that on average women have less specific
science-related knowledge than men. Although in our research
male gender was not significantly related to years of total
education (r,, = .04, p = .440), education of men and women
might differ in terms of its type and field of interest. For example,
Global Gender Gap Report 2022 showed that only 33% of STEM
graduates in Slovenia are female [23]. In line with the above, Fox
& Firebaugh [24] also found that years of education did not
explain the gender gap in science confidence. Moreover, their
research pointed out that gender differences can in large part be
attributed to lower perceived utility of science by women.
Based on previous studies, which showed that religiosity
predicts negative attitudes towards science [10], we also
hypothesized that religiosity would be negatively associated with
trust in science (H3). The results were in line with our
assumption, however when in addition to all other
sociodemographic variables, social media use was inserted into
the model, religiosity was no longer a significant predictor of
trust in science. Indeed, an unusual positive correlation could be
observed between religiosity and social media use as an
information source about COVID-19 (r» = .21, p < .001). A
possible explanation for this phenomenon may be that social
media use is highly prevalent among religious individuals since
social networks are often seen as channels that can be used to
effectively minister to others [25]. Obtaining (mis)information
from social media may thus be a side effect of extensive use of
social networks for other purposes. An alternative explanation
may also be that religious individuals are more likely to adopt
conspiracy beliefs [15]. Since conspiracy ideation is likely to
influence the perception of traditional media as deceiving [26],
those who are more religious may thus be inclined to use
informal sources of information, such as social media.
Regarding education and social media use, the results
supported both of our hypotheses that trust in science would be
positively related to years of education (H4) and negatively
related to perceived share of information about COVID-19 that
was obtained on social media (HS5). Although more educated
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individuals were also less religious (» = -.10, p = .023) and
obtained smaller share of information on social media (» =-21, p
< .001), education remained an important predictor of trust in
science even when other variables were controlled. As
previously suggested, this could be explained by the fact that
critical thinking, which is thought to interrelate with trust in
science [20], develops through education [16]. Furthermore, in
contrast to previous research that reported on the positive
relationship between social media use and trust in science [13],
our results showed that in the times of the COVID-19 pandemic
obtaining information from social media might in fact be
detrimental for trust in science. Since social media’s regulations
on shared content are less strict compared to the traditional media,
we believe the quick dispersion of COVID-19 conspiracy beliefs
through social media could lower trust in science. Additionally,
we hypothesized that social media use would not reflect in high
levels of scientific distrust as long as the individuals would be
sufficiently educated (H6). We assumed that well educated
individuals would be able to critically evaluate the quality of
obtained information due to their advanced critical thinking skills
[16]. In contrast to our expectations, the results showed that there
was no significant interaction between education and social
media use when predicting trust in science. In our opinion, this
finding could be based on the fact that: a) years of education are
not a valid indicator of critical thinking skills, or b) that critical
thinking abilities are somewhat irrelevant in the case when one’s
information space is so limited that they do not have any relevant
data upon which information from social media could be judged.
To conclude, our findings suggest that in order to restore trust
in science and reinforce health-related behavior in the context of
the pandemic, it would be expedient to develop communication
strategies that would specifically target older women, who are
less educated, more religious and are extensive social media
users. However, these findings are subjected to some limitations
of our research design. Firstly, the data may not be entirely
representative due to the convenience sampling method.
Secondly, correlational design of our study does not allow for
causal inferences. And thirdly, the used trust in science measure
was one-dimensional, although some researchers argue that it is
necessary to differentiate between trust in scientific methods and
trust in scientific institutions [27]. Therefore, our suggestion for
future research would be to examine how these two distinct
forms of trust in science relate to health behavior and to identify
which are the most important risk factors for either of them.
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PREDGOVOR

Tehnologije, ki se ukvarjajo s podatki so v devetdesetih letih mo¢no napredovale. 1z prve
faze, kjer je Slo predvsem za shranjevanje podatkov in kako do njih u¢inkovito dostopati, se je
razvila industrija za izdelavo orodij za delo s podatkovnimi bazami, prislo je do
standardizacije procesov, povprasevalnih jezikov itd. Ko shranjevanje podatkov ni bil vec¢
poseben problem, se je pojavila potreba po bolj urejenih podatkovnih bazah, ki bi sluzile ne le
transakcijskem procesiranju ampak tudi analitskim vpogledom v podatke — pojavilo se je t.i.
skladis¢enje podatkov (data warehousing), ki je postalo standarden del informacijskih
sistemov v podjetjih. Paradigma OLAP (On-Line-Analytical-Processing) zahteva od
uporabnika, da Se vedno sam postavlja sistemu vpraSanja in dobiva nanje odgovore in na
vizualen nacin preverja in iSCe izstopajoce situacije. Ker seveda to ni vedno mogoce, se je
pojavila potreba po avtomatski analizi podatkov 0z. z drugimi besedami to, da sistem sam
pove, kaj bi utegnilo biti zanimivo za uporabnika — to prinasajo tehnike odkrivanja znanja v
podatkih (data mining), ki iz obstojec¢ih podatkov skusajo pridobiti novo znanje in tako
uporabniku nudijo novo razumevanje dogajanj zajetih v podatkih. Slovenska KDD konferenca
pokriva vsebine, ki se ukvarjajo z analizo podatkov in odkrivanjem znanja v podatkih:
pristope, orodja, probleme in resitve.

FOREWORD

Data driven technologies have significantly progressed after mid 90’s. The first phases were
mainly focused on storing and efficiently accessing the data, resulted in the development of
industry tools for managing large databases, related standards, supporting querying languages,
etc. After the initial period, when the data storage was not a primary problem anymore, the
development progressed towards analytical functionalities on how to extract added value from
the data; i.e., databases started supporting not only transactions but also analytical processing
of the data. At this point, data warehousing with On-Line-Analytical-Processing entered as a
usual part of a company’s information system portfolio, requiring from the user to set well
defined questions about the aggregated views to the data. Data Mining is a technology
developed after year 2000, offering automatic data analysis trying to obtain new discoveries
from the existing data and enabling a user new insights in the data. In this respect, the
Slovenian KDD conference (SiKDD) covers a broad area including Statistical Data Analysis,
Data, Text and Multimedia Mining, Semantic Technologies, Link Detection and Link
Analysis, Social Network Analysis, Data Warehouses.
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ABSTRACT

In this paper, a method of classifying text into several emotion cat-
egories employing different measures of similarity of two graphs
is proposed. The emotions utilized are happiness, sadness, fear,
surprise, anger and disgust, with the latter two joined into one
category. The method is based on representing a text as a graph
of n-grams; the results presented in the paper are obtained using
the value of 5 for n: the n-grams were the sequences of 5 charac-
ters. The graph representation of the text was constructed based
on observing which n-grams occur close together in the text;
additionally, frequencies of their connections were utilized to
assign edge weights. To classify the text, the graph was compared
with several emotion category graphs based on different graph
similarity criteria. The former relate to common vertices, edges,
and the maximum common subgraphs. The evaluation of the
model on the test data set shows that utilizing the construction
of the maximum common subgraph to obtain the graph similar-
ity measure results in more accurate predictions. Additionally,
employing the number of common edges as a graph similarity cri-
terion yielded more accurate results compared to employing the
number of common vertices to measure the similarity between
the two graphs.

KEYWORDS

emotion recognition, text classification, machine learning, graphs,
graph similarity

1 INTRODUCTION

Emotion recognition is a problem that can be connected to differ-
ent fields such as natural language processing, computer vision,
deep learning, etc. [4] In this paper, the focus is on the task of
recognizing emotions in texts.

In the literature, several approaches have been introduced that
target this problem. Some of them employ vertex embedding
vectors for emotion detection and recognition from text. The
embedding vectors grasp the information related to semantics
and syntax; however, a limitation of such approaches is that they
do not capture the emotional relationship that exists between
words. Some methods attempting to alleviate this issue include
building a neural network architecture adopting pre-trained word
representations. [3] Some text classification approaches employ
n-grams to construct the text representation, e.g., to deal with
the task of language identification. [9]

In this paper, the approach to emotion recognition employs n-
grams to obtain graph representation of text. The text is viewed as
a sequence of characters that is divided into n-grams, i.e., shorter
overlapping sequences of characters as presented in Figure 1.
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In Section 2, it is further explained how the graph of n-grams is
constructed for a given text and how an emotion label is assigned
to the text based on the similarity with the emotion category
graphs. Afterwards, in Section 3, the method is compared with
related approaches.

In Section 4, an overview of results is focused on differences
between the performance of the model when different graph
similarity criteria are used. It is followed by the discussion of the
model’s limitations in Section 5.

2 PROPOSED METHOD
2.1 Constructing the Graph of n-grams

The method used in the paper to obtain text representation in
the form of the graph of n-grams is the following.

o The given text was separated into n-grams of characters.
Also, different values of n have been tested. The results
in Section 4, use n = 5. The n-grams into which the given
text was split were overlapping.

e The n-grams obtained in this way were utilized to repre-
sent the labels of vertices of the graph.

o The edges of the graph were created in the following man-

ner. The ends of edges were the vertices that corresponded

to n-grams that occurred close to each other in the text, e.g.,

the edge is connecting the first n-gram at the beginning

of the text with the second n-gram (these two n-grams

would overlap with each other), as seen in Figure 1.

Different values have been tested for the maximal distance

between the two vertices allowed for these two vertices to

still be connected with the edge. The results in Section 4,

use the value of 7.

Performance of the model with both, the directed and the

undirected graphs, has been tested.

he looked very jovial

he lo
e loo
look

looke

Figure 1: Constructing the edges between the 5-grams that
occur close to each other

In Figure 2, it is depicted how the edges are constructed be-
tween the vertices labelled with n-grams. For the clarity of rep-
resentation, each n-gram is shown connected to 3 other n-grams
instead of 7. It is important to note that if the same n-grams oc-
curred in the text more than once, there was still only one vertex
with this n-gram as a label: the connections of the n-gram have
been aggregated at a single vertex.

Additionally, the graph constructed is weighted. The weights
of the edges are obtained utilizing the frequencies of connections
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of n-grams in the given text. In other words, the edge weights are
initialized to 0. Then, when constructing the graph of n-grams
for a text, every time a certain edge would be added, instead of
adding it, the weight of the edge is increased by 1.

Afterwards, the edge weights are normalized to be in the range
(0, 1); hence, the edge weights are more comparable among the
graphs of n-grams for different texts.

"oh how funny"

h_how

oh_ho

how_

@ funny

how_f ® _funn

w_fun
ow_fu

Figure 2: Constructing the edges between the 5-grams in
the text fragment "oh how funny"”

2.2 Constructing the Emotion Category
Graphs

The core of the method is the construction of the graph of n-
grams as described in Section 2.1. In the data set used to tune the
model, there were shorter texts labelled with one of the following
5 emotions: happy, sad, surprised, fearful, or angry-disgusted.
Overall, there were 1207 sentences included in the data set; out
of this, the model was trained using 1086 sentences (to construct
the emotion category graphs) and evaluated on 121 sentences
(the split proportion is 90 : 10).

The process of obtaining the emotion category graphs is pre-
sented below.

(1) The data set was split into 5 parts containing only the text
labelled with the same emotion.
(2) Then, the texts in each part of the data set were used to
obtain 5 graphs corresponding to each emotion.
(a) This process can be viewed as for each text labelled with
a certain emotion, constructing the graph of n-grams as
explained in Section 2.1.
(b) Afterwards, merge these graphs separately for different
emotions to obtain 5 larger graphs of n-grams; during
the merging process, the edges are aggregated in such a
way that there are not any two vertices in the emotion
category graph sharing the same label (the character
n-gram to which they correspond).

2.3 Assigning an Emotion to a Given Text

Utilizing the 5 emotion category graphs corresponding to differ-
ent emotions, for a given text, it is determined, to which emotion
the text most likely corresponds. For that, the pairwise similarity
measures of the graph of the given text and of the 5 emotion
category graphs are employed.
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In other words, it is tested, to which of the 5 graphs the graph
of the given text is most similar and the corresponding emotion
is assigned to the given text.

Several similarity criteria of the two graphs have been ex-
plored.

(1) The number of vertices common to both graphs: the ver-
tices are considered common if they share the same label
(the n-gram they represent) in both graphs.

(2) The number of edges common to both graphs: the edge is
considered common if the same vertices (vertices with the
same labels) are the endpoints of the edge in both graphs
and the edge weights are the same.

(3) The number of vertices in the maximum common subgraph
(MCS) of the two graphs. Finding the maximum common
subgraph is equivalent to finding a graph with the maxi-
mum number of vertices so that it is a subgraph of each
of the two graphs. [8]

(4) The number of edges in the maximum common subgraph
(MCS) of the two graphs.

(5) z= m — e, where m denotes the number of vertices
in the maximum common subgraph of the two graphs, and
e denotes the number of edges in the maximum common

subgraph.

3 RELATED WORK

In the literature describing related approaches to text classifica-
tion and emotion recognition, deep learning models are often
utilized to obtain high-quality predictions. [7]

Apart from the approaches that employ word embedding vec-
tors [6], there are also methods that connect neural networks
and graphs. Such approaches may be similar to the method de-
scribed in this paper since the graph representation of text may
be obtained in a similar way based on the semantic connections
between words. One example of this kind of model is the graph
neural network that is enhanced by utilizing BERT to obtain
semantic features. [11]

The crucial part of the method in this paper is the graph
similarity criterion that is used when comparing the graph of the
given text with different emotion category graphs. The similar
way as the construction of the maximum common subgraph is
used in this method, it can be employed in combination with the
probabilistic classifiers. [10]

The approach in this paper, on the other hand, does not employ
probabilistic classifiers such as Bayes Classification or Support
Vector Machine. [2] Instead, the emotion for which the similarity
measure between the corresponding emotion category graph and
the graph of the given text is maximised is assigned to the text.

Additionally, it is important to note that it is possible to in-
corporate alternative graph similarity criteria, e.g., related to
subgraph matching, edit distance, belief propagation, etc. [5]

4 RESULTS
4.1 Experimental Setup

The data set used to train and evaluate the model was the one dis-
tributed by Cecilia Ovesdotter Alm. [1] It included the sentences
each labelled with one of the following emotions: happiness, sad-
ness, fear, surprise, anger, and disgust. The latter two emotions
were joined into one category.

During the evaluation stage, for each sentence, a correspond-
ing emotion was predicted, e.g., the text "then the servant was



Emotion Recognition in Text using Graph Similarity Criteria

Table 1: Results of text classification using directed graphs

Similarity criterion Accuracy Precision Recall F1
Common vertices 0.488 0.506 0.332  0.323
Common edges 0.537 0.683 0.408 0.432
z 0.372 0.074 0.200  0.108
Vertices in the MCS 0.570 0.622 0.426  0.446
Edges in the MCS 0.579 0.625 0.454 0.478

Table 2: Results of text classification using undirected
graphs

Similarity criterion = Accuracy Precision Recall F1
Common vertices 0.488 0.506 0332 0.323
Common edges 0.554 0.669 0.429 0.460
z 0.372 0.074 0.200 0.108
Vertices in the MCS 0.545 0.527 0.399  0.406
Edges in the MCS 0.570 0.581 0.439 0.453

greatly frightened and said it may perhaps be only a cat or a dog"
was labelled fearful, while the text "he looked very jovial did little
work and had the more holidays" was recognized to be related to
the emotion of happiness.

The value of n that appeared to yield the best results and
was also used to obtain the results in Tables 1 and 2 was 5. Fur-
thermore, each 5-gram (except those at the end of the text) is
connected to 7 5-grams further in the text.

In Tables 1 and 2, the "common edges" criterion means that
the two edges from both graphs are considered common if they
have the same weight and the same endpoints.

Additionally, in Table 1, z denotes the difference between the
the actual number of edges in the maximum common subgraph
and the number of edges in the complete graph with m vertices,
where m is the number of vertices in the maximum common
subraph.

In the trials that yielded the results in Table 1, the edges were
directed and in the trials that yielded the results in Table 2, the
edges were undirected.

4.2 Analysis

From the results in Table 1 and 2, it may be noticed that the
highest accuracy on the test data set was achieved when the
number of edges in the maximum common subgraph was used
as the similarity measure. In Table 1, the second highest accuracy
was achieved when the number of vertices in the maximum
common subgraph was utilized.

From this, it may be observed that the construction of the max-
imum common subgraph reflects the similarity better in certain
cases; possible reasons may be that deeper semantic relationships
can be captured this way since connections between multiple
n-grams are considered at the same time.

In Tables 3 and 4, the confusion matrices are presented for
the trials when the number of edges in the maximum common
subgraph was used as the criterion of graph similarity.

From the Tables 1 and 2, it is evident that this similarity cri-
terion corresponded to the highest accuracy of predictions for
both undirected and directed graphs. However, the accuracy cor-
responding to this similarity criterion is higher when the graphs
are directed (0.579 compared to 0.570).
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Table 3: Confusion matrix: directed graph, number of edges
in the MCS as the similarity criterion

Actual/pred. Happy Fearful Surpr. Sad Angry-Disg.
Happy 43 1 0 0 1
Fearful 7 6 1 3 0
Surprised 6 1 2 1 1
Sad 12 1 0 12 1
Angry-Disg. 11 2 0 2 7

Table 4: Confusion matrix: undirected graph, number of
edges in the MCS as the similarity criterion

Actual/pred. Happy Fearful Surpr. Sad Angry-Disg.
Happy 42 1 0 1 1
Fearful 8 6 1 2 0
Surprised 6 1 1 1 2
Sad 11 1 0 13 1
Angry-Disg. 11 2 0 2 7

Table 5: Confusion matrix: directed graph, number of com-
mon edges as the similarity criterion

Actual/pred. Happy Fearful Surpr. Sad Angry-Disg.
Happy 42 1 0 2 0
Fearful 10 4 0 3 0
Surprised 6 0 2 30
Sad 13 0 1 12 0
Angry-Disg. 16 1 0 0 5

Table 6: Confusion matrix: undirected graph, number of
common edges as the similarity criterion

Actual/pred. Happy Fearful Surpr. Sad Angry-Disg.
Happy 41 1 0 2 1
Fearful 11 4 0 2 0
Surprised 6 0 2 3 0
Sad 12 0 1 13 0
Angry-Disg. 14 1 0 0o 7

Furthermore, the accuracy corresponding to the similarity
criterion being the number of the common edges (considering
both the endpoints and the weight of the edge) is higher by
0.017 when the graphs are undirected than when the graphs are
directed (0.554 compared to 0.537). When the graphs utilized are
undirected, the model might be more flexible regarding the exact
order of the words that occur together.

In Tables 5 and 6, confusion matrices are presented for the
trials when the number of edges common to both graphs, consid-
ering the endpoints and the weights of the edges, was used as
the the criterion of graph similarity.

5 DISCUSSION

A strength of the approach presented in this paper is the ability
to capture the context of the given words on different levels; this
is related to the process of constructing the edges of the graph by
connecting n-grams that occur together in the text. Additionally,
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the breadth of the contextual frame considered may be varied by
altering the number of n-grams with which a certain n-gram is
connected when constructing the edges.

However, overall, the accuracy values noted in Tables 1 and
2, were not very high possibly indicating that the training data
set was not large enough. Moreover, the data set did not include
texts corresponding to different emotions in even proportions
resulting in an imbalance which could have also had a detrimental
influence on the quality of predictions. The confusion matrices
(Tables 3, 4, 5, and 6) indicate, e.g., that the texts were often
falsely assigned the emotion of happiness since it was the most
abundant class in the data set.

One of the limitations of the design of the model described
it that although it may be reasonable to expect that to obtain
more accurate predictions on the test data set, training the model
(obtaining the emotion category graphs) on a larger corpus of
texts is needed, this may bring a significant rise in computational
complexity since the category graphs would possess significantly
larger amounts of vertices and edges.

This is especially important if the maximum common sub-
graphs are constructed when obtaining a similarity measure,
since for each text in the test data set, a maximum common sub-
graph would have to be constructed several times: between the
graph of n-grams for a given text and each emotion category
graph (5 such graphs in this case).

A possible solution to the problem of having too large category
graphs might be reducing the length of n-grams, i.e., using smaller
values of n, and hence reducing the number of vertices in the
graph.

Also, reducing the number of n-grams with which a certain n-
gram is connected when constructing the edges of the graph may
be investigated as a possible solution. However, if this value is too
low, too much contextual information may be lost; therefore, it
appears necessary that for each value of n, the optimal number of
n-grams with which a certain n-gram is connected is determined
experimentally.

6 CONCLUSION

In this paper, the model that utilizes graph similarity criteria
to classify a given text into one of the emotion categories is
described. The core of the method is to construct a graph of n-
grams for a given text and to compare this graph to each of the
emotion category graphs. The text is classified into the emotion
category, the graph of which yielded the highest similarity value
when compared to the graph of the given text.

From the results of the trials noted in Tables 1 and 2, it may be
concluded that among the graph similarity criteria described, that
number of edges in the maximum common subgraph resulted in
the highest quality of predictions.

Furthermore, it may also be noted that employing the number
of edges common to both graphs resulted in higher prediction
accuracy than using the number of common vertices (0.537 and
0.488 accuracy for the directed graphs).

This may appear to be intuitively reasonable as using edges
may seem to incorporate more contextual information. Addition-
ally, it may be important to investigate the effect of the difference
between the size of the graph of n-gram for the given text and
the size of the emotion category graph on the probability that the
same connections between the two n-grams are found in both
graphs. Moreover, it may be more probable that the same vertices
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(vertices labelled with the same n-gram) are contained in both
graphs resulting in more noisy data.

To conclude, the future work on the task of emotion recogni-
tion related to the proposed method may, on the one hand, be
focused on employing alternative graph similarity measures in
addition to those described in this paper, e.g., those connected
to deriving the edit distance or to the belief propagation. [5]
Furthermore, clustering algorithms may be used to obtain the
patterns characteristic to the emotion categories and further em-
ploy them for the emotion recognition task. To this end, both, the
vertex clustering algorithms as well as the clustering of graphs
as objects, might be utilized. Additionally, graph neural network
architecture may be built along with incorporating the graphs of
n-grams as the input for the network.
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ABSTRACT

This paper presents Slovenian commonsense description models
based on the COMET framework for English. Inspired by
MultiCOMETs approach to  multilingual commonsense
description, we finetune two Slovenian GPT-2 language models.
Experimental evaluation based on several performance metrics
shows comparable performance to the original COMET GPT-2
model for English.
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1 Introduction

Recent research [1] into commonsense representation and
reasoning in the field of natural language understanding has
demonstrated promising results for automatic commonsense
generation. Given a simple sentence or common entity, such
technology can generate plausible commonsense descriptions
relating to it. However, further testing on complex sentences,
uncommon entities, or by increasing the quantity of requested
commonsense descriptions usually gives nonsensical results.
Following the recent success on the automatic generation of
commonsense descriptions proposed in COMET-ATOMIC 2020
[1], we focus on extending the COMET framework to the Slovenian
language. We investigate the impact of different Slovenian
language models on the overall performance of commonsense
description generation. In our previous research [2], we expanded
on an existing approach for automatic knowledge base construction
in English [3] to work on different languages. We utilized the
original ATOMIC dataset [4]. This was performed by finetuning
the original English GPT model from COMET 2019 on
automatically translated Slovenian data and evaluated based on
exact overlap for the generated commonsense descriptions.
Evaluations were performed on a small subset of 100 sentences. In
this work we use the updated ATOMIC-2020 dataset [1] and
finetune two Slovenian GPT-2 language models. We evaluate the
models’ performance using several performance metrics including
BLEU, CIDEr, METEOR and ROUGE-L. The evaluation is
performed on several thousand sentences and entities; we
investigate how the predicted commonsense descriptions’
performance relates to the language model used. Furthermore,
given the complexity of the Slovenian language compared to
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English, we anticipate a noticeable drop in performance across all
metrics for the Slovenian language models.

The main contributions of this paper are (1) the comparison
of the performance of commonsense description models using
different Slovenian language models and the English model, (2) a
comprehensive evaluation using a variety of performance metrics.
An additional contribution (3) is the Slovene ATOMIC-2020
dataset acquired by machine translation from the original English
dataset [6].

The rest of this paper is organized as follows: Section 2
provides the data description. Section 3 describes the problem and
the experimental setting. Section 4 exhibits our evaluation results.
The paper concludes with discussion and directions for future work
in Section 5.

2 Data Description

To train the Slovenian commonsense description models, we use
data from the ATOMIC-2020 dataset, as proposed in the COMET
framework for English. The ATOMIC-2020 dataset consists of
English sentences and entities, labelled by up to 23 commonsense
relation types describing their semantics.

Happens after JL;I

pomagati

nic
A possible subevent is pomagati

zapustiti

nig
Happens before Jesti

pomagati

OsebaX nima denarja
Rhinoand . OsebaX nima dovolj denarja.

OsebaX ne ve, kako.

g
Causes, ponasni

Jezno

nig
As a result, PersonX reasons o
pomagal

pomagati
Figure 1 Close-up of “Event-Centered” descriptor values

predicted for an example Slovene sentence “PersonX is sad”
(“OsebaX je zalostna” in Slovenian)
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We refer to them as descriptors, 9 of which are identical to
those used in our previous research [2]. The 23 descriptors are
organized into 3 categories: “Physical-Entity”, “Event-Centered”,
and “Social-Interaction”. The “Physical-Entity” descriptors capture
knowledge about the usage, location, content, and other properties
of objects. The “Event-Centered” descriptors include IsAfter,
Causes and other descriptors describing events. The “Social-
Interaction” descriptors include xIntent, XxNeed, oReact to
distinguish between causes and effects in social settings. An
example of a part of a labeled sentence is shown in Figure 1.

Sentences and entities were manually labelled by human
workers on Amazon Turk; they were assigned open-text values for
23 commonsense descriptors, reflecting the workers' subjective
commonsense knowledge. For instance, when workers were given
the sentence “PersonX chases the rabbit” and asked to label it for
the “xWant” descriptor, one wrote “catch the rabbit” and another
wrote “cook the rabbit for dinner”. A more detailed explanation can
be found in the ATOMIC-2020 paper. There are 1.33 million
(possibly repeating) descriptor values. The distribution of data
across the descriptors is depicted in [1].

To finetune our Slovenian language models, we have
automatically translated the sentences, entities, and descriptor
values from the ATOMIC-2020 dataset from English to Slovenian.
The translation was done using DeepL’s Translate APl [7]. We
have found that while the majority of inspected translations were of
good quality, there were also incorrect translations due to word
disambiguation problems. Nevertheless, we conclude that the
dataset is of good enough quality to be used for our experiments.
The translated dataset is publicly available [6].

3 Problem Description and Experimental Setting

The addressed problem is predicting the most likely values for each
descriptor in the Slovene-translated ATOMIC-2020 dataset, given
a Slovenian input sentence or entity. We take inspiration from the
approach proposed in MultiCOMET [2].

To compare the performance of the models,

METEOR — Metric for Evaluation of Translation with
Explicit Ordering is a metric initially used for evaluating machine
translation input. The metric is based on the harmonic mean of
unigram precision and recall with other features such as stemming
and synonymy matching. [10]

ROUGE-L Recall-Oriented Understudy for Gisting
Evaluation is a metric used for evaluating machine produced
summaries or translations against a set of human-produced
references. The score is calculated using Longest Common
Subsequence based statistics, which involves finding the longest
subsequence common to all sequences in a set. [11]

Comparison of the Slovene commonsense models was performed
by finetuning two state-of-the-art Slovene GPT-2 language models:
macedonizer/sl-gpt2 [12], gpt-janez [13]. As a reference model, we
used the original COMET-2020 GPT2-XL English language model
[1]. Moving forward, we will refer to our Slovenian finetuned
models as “COMET sl-gpt2” and “COMET gpt-janez”.

4 Experimental Results

We performed a train, test, and development split on the ATOMIC-
2020 dataset identical to the split used in COMET-2020. Our
evaluation split consisted of over 150,000 descriptor values with
their corresponding sentences and entities.

We finetuned our Slovene commonsense models on our
training set consisting of over 1 million descriptor values. Both
models were trained for 3 epochs under the same parameters; the
maximum input length was set to 50, the maximum output length
was set to 80; the training was performed using a train batch size of
64. The model updates were performed using the weighted adam
optimizer [14] with the starting learning rate set to 1075. The
experiment’s implementation can be found on our GitHub
repository [5].

we utilize a variety of performance metrics described
below. Each performance metric is a value between
0 and 1 indicating the quality of a generated

Model

Language 1 2 3 4

BLEU- BLEU- BLEU- BLEU- ROUGE-

CIDEr METEOR L

commonsense descriptor value. Values closer to 1 |COMET

represent higher quality descriptions.

BLEU — Bilingual Evaluation Understudy was
first used to evaluate the quality of machine
translated text by examining the overlap of candidate
text n-grams in the reference text. BLEU-1 only uses

COMET

gpt-
janez

sl-gpt2  Slovene

Slovene

0.297  0.150 0.086 0.058 0.487 0.207 0.383

0.324 0.174 0.108 0.076 0.508 0.225 0.397

1-grams in the evaluation, while BLEU-4 only

. COMET
considers 4-grams. [8]

(GPT2-

CIDEr — Consensus-based Image Description XL)

English

0.407 0.248 0.171 0.124 0.653 0.292 0.485

Evaluation was originally used to measure image
description quality. It first transforms all n-grams to their root form,
then calculates the average cosine similarity between the candidate
and reference TF-IDF vectors. [9]

100

Table 1: Comparison of the two Slovene commonsense models
with the English model at the bottom.

Experimental results show performance comparable to the
original COMET-2020 English model. Both Slovene models were



comparable to the English model across all metrics, “COMET gpt-
janez” consistently outperformed “COMET sl-gpt2” achieving a
METEOR score of 0.225 compared to 0.207. The performance gap
was smallest for BLEU-4, as all models struggled to produce
generations whose 4-grams overlapped with those in the reference
set. The gap in performance between the Slovene and English
models could be attributed to multiple factors. The English model
from COMET-2020 was trained for longer on more capable
hardware and is larger. Moreover, the machine translation done to
acquire our dataset can be erroneous at times.

To illustrate the performance of the models, we investigate
their generated descriptor values on the same inputs. Table 2 shows
a side-by-side example comparison of the descriptor values
generated by our three models, given the same input sentence in
their respective language. Table 3 compares the models on an
example entity. For the example sentence “Marko went to the
shop”, the descriptor “oWant” indicates what the others want as a
result of the event. “COMET gpt-janez” generates a valid output
“None” but fails to provide alternatives. The other two models
agree on the most likely descriptor value being “None” (“ni¢” in
Slovenian) and provide plausible alternatives. The “IsBefore”
descriptor relates to possible events following the input event. In
our case, “COMET gpt-janez” gives the most plausible output of
“Buys something”. The other two models provide still plausible
outputs including “Is in the pet store” and “PersonX buys a new
car”.

Marko je Sel v trgovino (Marko went to the shop)

Descriptor | COMET sl-gpt2 COMET | COMET
gpt- (GPT2-XL)
janez
oWant Ni¢ Ni¢ None
Se zahvaliti Ni¢ To give him a
osebiX receipt
se zahvaliti Ni¢ To give him a
discount
IsBefore Zasluziti denar Kupiti PersonX buys
nekaj a new car
V trgovino za Kupiti PersonX takes
hisne ljubljencke nekaj the car back
home
V trgovino z Zivili | Kupiti PersonX buys
nekaj a new one

Table 2: lllustrative example comparing the output of the three
models on the same input sentence across two descriptors.

For our example entity “car”, the descriptor “ObjectUse”
describes possible usages for that entity. Table 3 shows all models
are capable of generating plausible descriptor values for such
common entities. Nevertheless, the descriptor “HasProperty”
proves challenging for the Slovenian models, suggesting a car is
“crazy” and is “found in the car”. The English model gives
reasonable outputs such as “Found in parking lot”.
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Avto (car)
Descriptor COMET sl- | COMET COMET
gpt2 gpt-janez (GPT2-XL)
ObjectUse VozZnja do Priti do hiSe | Drive to the
trgovine store
VoZnja do Priti do hiSe | Get to the store
hiSe
VozZnja do Priti do hiSe | Drive to the
cilja restaurant
HasProperty | Noro Najden v Found in
avtomobilu | parking lot
Vrata Najden v Found on road
avtomobilu
Pohistvo Najden v Found in car
avtomobilu | dealership

Table 3: lllustrative example comparing the output of the three
models on the same input entity across two descriptors.

In our example sentence and entity, COMET gpt-janez
returns the same output when different commonsense descriptors
are requested. We have observed this for all input sentences and
entities thus far. We presume such results are due to the trained
parameters in the original gpt-janez model, as macedonizer/sl-gpt2
was finetuned using the same workflow and returns different
descriptor values. While unsure of the exact cause, we reason it
could be due to an insufficient vocabulary or unoptimized choice
of parameters during training.

i Perco A e
Before, PersonX needed ekai

v trgoving

pojdite
dolotenc
odgavama
skrbno

PersonX is seen as

nit
postane utrujen.
na katerega se je kricalo.

As a result, PersonX feels

doseten
srefno

PersonX then

oM
As a result, PersonX wants :

narediti viis

nié
pomagati
biti v pomod

Because PersonX wanted

nit
prejema pokwvale
izgubi prijatedja.

As a result, others feel

ers the: :
Others then valezen

niE
se zahvaliti oselnX
se rahvaliti

As a result, others want

Figure 2 Close-up of “Social-Interaction” descriptor values
predicted for an example Slovene sentence “John is very
important” (“Janez je zelo pomemben” in Slovenian)

Figures 1, 2 and 3 show the outputs generated by “COMET
sl-gpt2” for three different inputs. Figure 2 visualizes the output for
the sentence “John is very important”. Outputs include “PersonX is
then accomplished, happy, proud” and “As a result, others want
none, to thank PersonX”. We can see that for many descriptors the
highest ranked output is “None” (“ni¢” in Slovenian), indicating no
commonsense inference can be made.



pripravite hrano.
ohraniti toplo.
pripravite hrano

Is used to

stavha
Is located at hisa

trgovina

oblatila
lasje
trgovina

Is made up of

Has the o najden v hig
— i dve udesi

ena od bragzilskih drzav

pojdite v restavracijo
pripravite hrano.
pripravite hrano

Is capable of

jesti
jesti hrano
jesti za vederjo

Desires

igranje igre
nakupovalno sredisce
zamrznitev

Figure 3 Close-up of “Physical-Entity” descriptor values
predicted for an example Slovene entity “banana”

Figure 3 exhibits the output for the entity “banana”, the
model claims the banana can be used to prepare food, is located in
a building or shop, desires to be eaten for dinner and does not desire
to be frozen. On the other hand, the model claims the banana is
made up of clothes and is capable of going to a restaurant. This is
likely due to the overall significantly lower number of physical-
entity descriptor values provided in the ATOMIC-2020 dataset.

In Figure 1 we can see the “Event-Centered” descriptors for
the sentence “PersonX is sad”. Top descriptor values are again
“None”, but the model also claims it is more difficult for PersonX
to be sad, if PersonX has no money.

Does not desire

5 Discussion

This paper applied an existing approach to multilingual
commonsense description to the Slovene language. To implement
our approach, we machine translated the ATOMIC-2020 dataset to
Slovene and finetuned two Slovene commonsense models. We
compared our models to the original English commonsense model
from COMET-2020 and achieved comparable experimental results
across multiple performance metrics. Among others, our models
achieved a 0.487 CIDEr score, a 0.383 ROUGE-L score, and a
BLEU-1 score of 0.297.

Through examination of individual examples, we observed
that while “COMET gpt-janez” has the highest performance scores
on the Slovene language, it fails to provide alternative descriptor
values. “COMET sl-gpt” provides multiple values for the same
descriptor, but in average has lower performance. It is important to
emphasize the models were trained on subjective commonsense
knowledge provided by individual humans. For example, workers
labelled the sentence “PersonX digs holes” with the descriptor
values “PersonX plants a garden” and “PersonX places fence posts
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in the holes” for the “IsBefore” descriptor. While both labels are
plausible for some context, they are not necessarily true.

Possible directions for future work include evaluating the
models’ performance for individual descriptors, as there are drastic
differences in quantity of training data and lengths of values across
them. After achieving results comparable to the original English
commonsense model COMET-2020 GPT2-XL, we intend to
finetune and evaluate models for other languages.
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ABSTRACT 2 RELATED WORK
In music streaming platforms, it is necessary a recommendation Related works to our topic modeling approach use Latent Dirich-
system to provide users with similar songs of what they already let Allocation (LDA) [1]. One work uses a topic modeling tech-
listen and also recommend new artists they might be interested nique for sentiment classification, classifying between happy
in. In this paper, we present a method to find similarities between and sad songs, by using generated topics created with LDA and
artists that uses topic modelling. We have evaluated the method Heuristic Dirichlet Process [12]. From a data set consisting of 150
using a data set with music artists and their lyrics. The results lyric they’ve been able to retrieve the sub-division of two defined
show the method finds similar artists, but also is dependant on sentiment classes [3]. Another work used LDA and Pachinko
the quality of the generated topic clusters. allocation [7] on a large data set for assessing the quality of the
generated topics with applying supervised topic modeling ap-
KEYWORDS proach. [8]. In our paper we use topic modeling to generate a set

song lyrics, topic modelling, clustering, sentence embeddings, of topic clusters used to calculate the similarity between artists.

language models

3 METHODOLOGY

1 INTRODUCTION In this section, we present the methodology used in this paper.
We present the topic modeling approach used to generate the

topic clusters, followed by a description of how the topic clusters
are used to measure the similarity between the artists.

Nowadays, there are a plenty of music platforms to choose from
and listen to music. There, new artists appear every day and
many different songs are published. If we take into account all
that have been created, we get a large selection of songs which 3.1 Topic Modeling
can increase the difficulty of finding suitable songs or artists to
listen to.

To find a suitable artist or songs, different aspects can be
considered. One such aspect can be the topic of the song; a song
topic can be interpreted as the main subject of the song, for
example it can be an emotion, an event, a message, or something
else. When searching for suitable artists one could decide to
search for artists who have songs on similar topics.

To create the topic clusters we use BERTopic [5], a method which
uses document embeddings with clustering algorithms to create
topic clusters. While BERTopic is described in a separate work,
we present a brief description of its workflow. The workflow is
also presented in Figure 1.

In this paper, we propose an topic modeling-based approach 42 N

. Lo . . — Documents 63 ]

for measuring the similarity of the music artists based only on D — - ] 3
their song lyrics. The approach uses language models for gener- embeddings -§
ating song embeddings used to create the topic clusters. These 30 o)
topic clusters are then analyzed to find the similar artists. The o
experiment was performed on a data set of songs corresponding I/ %
to fourteen (14) music artists. While the experiment shows that o
similar artists can be detected using the approach, there is still g
room for improving its performance. UMAP - HDBSCAN o
The main contribution of this paper is a novel approach for 5 3
detecting similar music artists using topic modelling. °° s
p o

Q

<

The reminder of the paper is structured as follows: Section 2
contains the overview of the related work on using topic mod- Embj:gie"rgs Lo
elling on song data sets. Next, we present the methodology in
Section 3, and describe the experiment setting in Section 4. The J,
experiment results are found in Section 5, followed by a discus-

sion in Section 6. Finally, we conclude the paper and provide CTF-IDF MMR
ideas for future work in Section 7. Topic representa- |=—=>| Maximizes candi-
tions date relevance

Permission to make digital or hard copies of part or all of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and Figure 1: The BERTOpiC methodology workflow. The high_
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Document Embeddings. Document vector representations are
generated using a sentence-transformer [11] model. The model
creates a semantic representation of the documents, which al-
lows measuring the semantic similarity. The available models
support creation of both monolingual and multilingual vectors.
Since the embeddings will be used as an input of a clustering
algorithm, dimensionality reduction is performed to improve the
clustering results. The dimensionality reduction algorithm used
is UMAP [10].

Document Clustering. Once the document embeddings are pre-
pared, they are input into a clustering algorithm to create the
topic clusters. The algorithm used is HDBSCAN [9], an optimized
extension of the DBSCAN [4] algorithm. The chosen algorithm
creates clusters based on the density of the document embedding
space, which allows the documents to not be assigned to a cluster
if it’s not similar to any of the neighbouring documents.

Topic Word Description. Once the topic clusters are created, a
topic word description is generated using the document’s text.
For each cluster the TF-IDF score is calculated for each word
found in any of the cluster’s documents; the scores are called
cluster TF-IDF (c-TF-IDF). The words with the highest c-TF-IDF
score are then chosen as the topic word description. Furthermore,
maximal marginal relevance (MMR) is performed to diversify
the selected words by measuring both the words relevance to
the documents, and its similarity to the other selected words.
Note that the topic word description were used only for the
preliminary analysis of our work, but not for measuring artists
similarity.

3.2 Artists’ Similarity using Topic Clusters

Once the topic clusters are created, the similarity between artists
can be measured. First, for each topic we count the songs that cor-
responds to a particular artist. This gives us the number of songs
an artist has in a particular topic. To ensure that the presence is
strong enough, we decide to remove the artists from a topic if the
number of their associated songs is below some threshold. The
threshold is set to five (5) in order to ensure that the songs were
not assigned to a cluster by coincidence. Afterwards, for each
pair of artists we calculate their similarity using the following
equation:

|A N B

Al

where A is the set of topics of artist a, and B is the set of topics
of artist b.

; (1)

sim(a, b) =

4 EXPERIMENT

We now present the experiment setting. First, we introduce the
data set used and its pre-processing steps. Next, we describe the
implementation details.

4.1 Dataset

To test our approach, we use a dataset with raw lyrics data [2].
The dataset consists of 218,210 rows containing the following
attributes:

e Song name. The name of the song.

Release year. The year when the song was released.
Song artist. The name of the artist.

Artist genre. The genre of the song.

Song lyrics. The lyrics text of the song.
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The attributes used in our analysis are song name, artist and
lyrics.

Data Processing. For our experiment we took fourteen (14)
artists of various degrees of similarity. This reduces the data set
to 4,470 rows which is 2.05% of the whole data set.

After reviewing the lyrics, we realized that the data set has
many song variations by the same artist, which can be seen as
duplicates. To find and remove the duplicates, we created the
TF-IDF representations for the songs, and calculated the cosine
similarity with all other songs of the same artist; if the similarity
is greater than 50% it was labeled as a duplicate and removed
from the data set. This resulted in a smaller data set containing
3,455 song lyrics.

The final data set statistics used for our experiments is shown
in Table 1.

Table 1: The experiment data set statistics. For each artist
we denote the music genre of the artist (genre), the num-
ber of their songs in the data set (songs), and the average
number of words in the song’s lyrics (avg. length).

Artist genre songs avg. length
black-sabbath Rock 160 184
bon-jovi Rock 320 266
dio Rock 127 203
aerosmith Rock 208 226
ac-dc Rock 171 193
coldplay Rock 138 174
50-cent Hip-Hop 318 502
2pac Hip-Hop 259 648
eminem Hip-Hop 369 640
black-eyed-peas Hip-Hop 119 463
celine-dion Pop 182 230
britney-spears Pop 225 313
frank-sinatra Jazz 356 133
ella-fitzgerald Jazz 503 156
Together - 3,455 319

4.2 Implementation details

In this section, we present the details of how the approach is
developed.

Language model. The method uses the pre-trained Sentence

Transformer model, more precisely the al1-mpnet-base-v2 model!,

available via the HuggingFace’s transformer library [13]. It can
take up to 384 tokens as one input, which is more than the average
number of words in our data set, and returns a 768 dimensional
dense vectors. The vectors have been shown to be appropriate
for task such as clustering and semantic search.

Dimensionality reduction. To perform dimensionality reduc-
tion, we set the UMAP parameters as follows: Fist, the number of
neighboring sample points used when making the manifold ap-
proximation is set to five (5), to make the algorithm use the local
proximity of the documents. Second, we set the dimensionality
of the embeddings to one (1). This values were selected using
hyper-parameter tuning.

!https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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Clustering algorithm. In the HDBSCAN algorithm, the mini-
mum number of documents in a cluster is set to five (5).

5 RESULTS

In this section, we present the experiment results. We analyze
the topic clusters, followed by the description of the finding on
artist’s similarity.

Topic Cluster Analysis. The experiment has generates 215 topic
clusters, out of which only 107 have at least one artist with more
than five (5) songs in it. The cluster containing songs that are
deemed as outliers is not included in the analysis.

The statistics of the topic clustering is shown in Table 2. Ev-
idently, artists with a larger number of songs are spread over
several topic clusters than those with less songs.

Table 2: Topic clustering results. For each artist we show
the number of different topics the artist is asociated with
(topics), and the average number of their songs in the asso-
ciated topics (avg. songs).

Artist topics #avg. songs
black-sabbath 6 5
bon-jovi 10 6
dio 4 7
aerosmith 9 6
ac-dc 7 5
coldplay 2 5
50-cent 17 9
2pac 13 9
eminem 18 9
black-eyed-peas 3 12
celine-dion 8 6
britney-spears 12 6
frank-sinatra 16 8
ella-fitzgerald 28 8

Artists’ Similarity Analysis. The artists’ similarity is shown in
Figures 2 and 3, which show the heatmaps of the absolute and
relative co-occurrence of artists in topic clusters, respectively.

By looking at rows of Figure 2, we see the number of common
topics with other artists. For example, by taking 50-cent with
his 17 topics, we see that he shares five (5) of them with 2pac,
one (1) with black-eyed-peas, one (1) with ac-dc, and six (6) with
eminem. From this we conclude that 50-cent, 2pac and eminem
have more topics in common than the rest of the artists. In other
words, 50-cent is more similar to the 2pac and eminem than to
the rest of the artists.

Figure 3 shows the similarities calculated using Equation 1.
The similarities become more visible, but at the same time can be
also misleading. Artists with smaller number of topics can result
in higher similarity with other artists with higher number of
topics. For example, Coldplay have two (2) topics, one of which
is shared with Bon Jovi. Despite the fact that only one topic is in
common, it is unlikely they have a similarity of 50%.

6 DISCUSSION

In this section we discuss the advantages and disadvantages of
the proposed methodology, and its possible improvements.
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Figure 2: The absolute co-occurrence of artists in topic
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Figure 3: The relative co-occurrence of artists in topic clus-
ters. Artists with smaller number of topics can result in
higher similarity with other artists.

Language Models Limitations. The chosen language model
all-mpnet-base-v2 supports a maximum sequence length of
384 tokens which is the downside of this model for our experi-
ment. Although the average number of words in the song lyrics is
below the input limit, some artist have songs that are longer than
that. However, songs have repeating sections, e.g. chorus, which
is most likely inside the first 384 words. Therefore, the language
models may not create a representation out of the whole song’s
lyrics, but it might capture the majority because of the song’s
repeated text.

Clustering Algorithm Selection. The clustering algorithm HDB-
SCAN can create a cluster consisting of examples, which do not
fall into any of the topic clusters. It is convenient when instead of
forcing songs into clusters, it labels them as outliers. The down-
side is when the majority of songs are labeled as outliers. To
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avoid this, other clustering algorithms that assign a cluster to
every document can be used, for example K-means clustering [6].

6.1 Topic Cluster Discussion

Some artists with a small number of songs have a lower number
of topics assigned, which is a problem for finding similarities.
On the other side artists with higher number of songs tend to
have more topics. Additionally, to avoid taking into account small
number of artist co-occurrances, which can be a product of data
noise, a filter threshold can be considered to remove them from
the final analysis.

7 CONCLUSION

In this paper we present a way to measure similarity between
music artists using topic modeling. We cluster lyrics and compare
artists based on the generated topic clusters. The results have
shown that the approach finds similar artists. However, it is
heavily dependent on the number and quality of the topic clusters.
In the future, we intend to apply the methodology on a larger
data set of song lyrics and artists. In addition, we intend to use
all of the topic cluster information (including topic word descrip-
tions) in order to improve the methodology’s performance.
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ABSTRACT

This study analyses the impact of several types of linguistic fea-
tures on the task of automatic web genre identification applied
to Slovene data. To this end, text classification experiments with
the fastText models were performed on 6 feature sets: original
lexical representation, preprocessed text, lemmas, part-of-speech
tags, morphosyntactic descriptors, and syntactic dependencies,
produced with the CLASSLA pipeline for language processing.
Contrary to previous work, our results reveal that the grammati-
cal feature set can be more beneficial than lexical representations
for this task, as syntactic dependencies were found to be the most
informative for genre identification. Furthermore, it is shown
that this approach can provide insight into variation between
genres.

KEYWORDS

language processing, linguistic features, automatic genre identi-
fication, web genres, Slovene

1 INTRODUCTION

Automatic genre identification (AGI) is a text classification task
where the focus is on genres as text categories that are defined
based on the conventional function and/or the form of the texts.
In text classification tasks, texts are generally given to the ma-
chine learning models in form of words or characters that are
then further transformed into numeric vectors by using bag-of-
words representations, or word embeddings created by training
deep neural networks on the surface text. However, recent devel-
opment of tools for linguistic processing for numerous languages,
including Slovene, allows transformation of the original running
text into various other sets of features to which further transfor-
mation into numeric representations can be applied. By learning
on these linguistic sets, we get insight into the importance of fea-
tures that cannot be analysed separately when given the running
text, i.e., word meaning, function of a word, and its relation to
other words.

When previous work compared importance of various textual
feature sets on the performance of the models in automatic genre
identification, lexical features, i.e., word or character n-grams,
mainly provided the best results ([6], [7]). However, it was noted
that by learning on lexical features, the models could learn to
classify texts based on the topic instead of genre characteristics,
and would not be able to generalize beyond the dataset.

Permission to make digital or hard copies of part or all of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for third-party components of this
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Information Society 2022, 10-14 October 2022, Ljubljana, Slovenia

© 2022 Copyright held by the owner/author(s).

107

Nikola Ljubesi¢
nikola.ljubesic@ijs.si
Jozef Stefan Institute

Jamova cesta 39

Ljubljana, Slovenia

As learning on lexical features can introduce bias towards
topic, Laippala et al. (2021) recently experimented with combin-
ing lexical with grammatical features, which are represented as
part-of-speech tags, conveying information on the word type (e.g.,
noun, verb). This showed to yield better results than using solely
lexical features, and provided more stable models, i.e., models
that are able to generalize beyond the training data. Further-
more, their analysis revealed that the importance of feature sets
varies between genre categories, and that while some are most
efficiently identified when learning on lexical features, others
benefit more from grammatical representations.

However, these experiments were in past mostly performed
on English datasets. This article is the first to analyse the impact
of various feature sets on automatic genre identification applied
to Slovene data. This research was made possible by the recent
development of the first Slovene dataset, manually annotated
with genre, as well as the creation of state-of-the-art language
processing tools for Slovene. To compare textual representations,
additional feature sets were created from a selection of texts an-
notated with genre, presented in Section 2, by using common
preprocessing methods and language processing (see Section 3).
Thus, in this paper, 6 textual representations are compared: 1)
original, running text that we consider as our baseline, 2) pre-
processed text, i.e. lowercase text without punctuation, digits
and stopwords, 3) lemmas, i.e. base dictionary forms of words,
4) part-of-speech (PoS) tags, i.e. main syntactic word types (e.g.,
noun, verb), 5) morphosyntactic descriptors (MSD), i.e. extended
PoS tags which include information on morphosyntactic features
(e.g., number, case), 6) syntactic dependencies, i.e. types of depen-
dency relations between words (e.g. subject, object). The feature
sets are compared based on their impact on the performance
of the fastText models on the automatic text classification task.
The results of the experiments, presented in Section 4, give in-
sights into the role of linguistic feature sets on this task and the
differences in performance between genre categories.

2 DATASET

For performing experiments in automatic genre identification,
the Slovene Web genre identification corpus GINCO 1.0 [2] was
used. The dataset consists of the “suitable” subset, annotated with
genre, and the “not suitable” subset that comprises texts which
can be deemed as noise in the web corpora, e.g., texts without
full sentences, very short texts, machine translation etc. In this
research, only the “suitable” subset, containing 1002 texts, was
used.

The GINCO schema consists of 24 genre labels. However, pre-
vious experiments, performed with the fastText model on the
entire dataset, showed that the model is not potent enough to
differentiate between a large number of labels that are mostly
represented by less than 100 texts, reaching micro and macro
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Table 1: The original GINCO categories (left) included in
the reduced set, and the reduced set of labels (right), used
in the experiments, with the total number of texts (later
divided between the train, dev and test split) in the paren-
theses.

GINCO Reduced Set

News/Reporting

Opinionated News News (198)

Information/Explanation

Research Article Information/Explanation (127)

Opinion/Argumentation

Review Opinion/Argumentation (124)

Promotion
Promotion of a Product
Promotion of Services
Invitation

Promotion (191)

Forum Forum (48)

F1 scores of 0.352 and 0.217 respectively (see [3]). Therefore, to
be able to infer any meaningful conclusions, this article focuses
only on the most frequent genre labels, created by merging some
labels. Instances of less frequent labels that could not be merged,
namely Instruction, Legal/Regulation, Recipe, Announcement, Cor-
respondence, Call, Interview, Prose, Lyrical, Drama/Script, FAQ,
and the labels Other and List of Summaries/Excerpts, which can
be considered as noise, were not used. To focus only on the in-
stances that are representative of their genre labels, texts that
were manually annotated as hard to identify (parameter hard)
were not used in the experiments. Furthermore, paragraphs that
were deemed to be noise in the text, e.g., cookie consent text, and
were marked by the annotators with the keep parameter set to
False, were left out of the final texts.

Thus, the final set of labels, used in the experiments, shown in
Table 1, consists of 5 genre categories, Information/Explanation,
News, Opinion/Argumentation, Promotion and Forum. As shown in
the Table, the dataset is imbalanced, with News and Promotion be-
ing the most frequent classes, consisting of almost 200 instances,
while Forum is the least represented class, consisting of about 50
texts. The subset, consisting of 688 texts in total, followed the
original stratified split of 60:20:20, encoded in the GINCO 1.0
dataset, and the models were trained on the training set, tested
on the test set, while the dev split was used for evaluating the
hyperparameter optimisation.

Taja Kuzman and Nikola Ljubesi¢

3 FEATURE ENGINEERING

Feature engineering is a process of identifying features that are
most useful for a specific task with the goal of improving per-
formance of a machine learning model. In text classification ex-
periments, basic preprocessing methods are often used to reduce
the number of unique lexical features (words or characters) with-
out losing much information which could provide better results.
To test whether preprocessing the text improves the results for
this task, the first additional feature set was created by prepro-
cessing the running text as extracted from the GINCO dataset.
Preprocessing consisted of the following steps: converting text to
lowercase, and removing digits, punctuation and function words
known as stopwords, e.g., conjunctions, prepositions etc.

In addition to this, various linguistic representations were cre-
ated by applying linguistic processing to the texts, and replacing
words with corresponding lemmas or grammatical tags. The lan-
guage processing was performed with the CLASSLA pipeline [5].
The following text representations were produced: lexical feature
set, consisting of lemmas, and three grammatical feature sets:
part-of-speech (PoS) tags, morphosyntactic descriptors (MSD),
and syntactic dependencies. The realisation of the created feature
sets is illustrated on an example sentence in Table 2.

4 MACHINE LEARNING EXPERIMENTS
4.1 Experimental Setup

The experiments were performed with the linear fastText [1]
model which enables text classification and word embeddings
generation. The model is a shallow neural network with one hid-
den layer where the word embeddings are created and averaged
into a text representation which is fed into a linear classifier. The
model takes as an input a text file where each line contains a
separate text instance, consisting of a label and the corresponding
document. Thus, for each feature set, appropriate train, test and
dev files were created, and the model was trained on each repre-
sentation separately 1. To observe the dispersion of results, five
runs of training were performed for each feature set. To measure
the model’s performance on the instance and the label level, the
micro and macro F1 scores were used as evaluation metrics.
The hyperparameter search was performed by training the
model on the training split of the baseline text and evaluating
it on the dev split. The automatic hyperparameter optimisation
provided by the fastText model did not yield satisfying results, as
three runs of automatic hyperparameter optimisation produced
very different results in terms of proposed optimal hyperparame-
ter values and yielded micro F1 0.479 + 0.02 and macro F1 0.382
+ 0.06. Therefore, we continued searching for optimal hyperpa-
rameters by manually changing one hyperparameter at a time

The code for data preparation and machine learning experiments is published here:
https://github.com/TajaKuzman/Text-Representations-in-FastText.

Table 2: An example of the feature sets used in the experiments.

Feature Set

Example

Baseline - Running Text
Preprocessed Baseline
Lemmas
PoS
MSD
Dependencies

V Laskem se bo v nedeljo, 21.4.2013 odvijal prvi dobrodelni tek Veselih nogic.
lagkem nedeljo odvijal dobrodelni tek veselih nogic
v Lasko se biti v nedelja , 21.4.2013 odvijati prvi dobrodelen tek vesel nogica .
ADP PROPN PRON AUX ADP NOUN PUNCT NUM VERB ADJ AD]J NOUN ADJ NOUN PUNCT
SI Npnsl Px——y Va-f3s-n Sa Ncfsa Z Mdc Vmpp-sm Mlomsn Agpmsny Necmsn Agpfpg Nefpg Z
case nmod expl aux case obl punct nummod root amod amod nsubj amod nmod punct
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and conducting classification experiments. The optimum number
of epochs revealed to be 350, the learning rate was set to 0.7,
and the number of words in n-grams to 1. For the other hyperpa-
rameters, the default values were used. Manual hyperparameter
search revealed to be considerably more effective than automatic
optimisation, as it yielded the average micro and macro F1 scores
0f 0.625 + 0.004 and 0.618 =+ 0.003 respectively, which is in aver-
age 0.15 points better micro F1 and 0.24 points better macro F1
compared to the results of automatic optimisation.

To analyse whether our choice of technology is the most ap-
propriate one, we compared the performance of the fastText
model, which uses the hyperparameters mentioned above, with
the performance of various non-neural classifiers, commonly
used in text classification tasks: dummy majority classifier which
predicts the most frequent class to every instance, support vec-
tor machine (SVM), decision tree classifier, logistic regression
classifier, random forest classifier, and Naive Bayes classifier. We
used the default parameters for the classifiers. The models are
compared based on their performance on the baseline text which
was transformed into the TF-IDF representation where necessary.
As shown in Table 3, fastText outperforms all other classifiers
with a noticeable difference especially in the macro F1 scores,
reaching 17 points higher scores than the next best classifier, the
Naive Bayes classifier.

Table 3: Micro and macro F1 scores obtained by various
classifiers, trained and tested on the baseline text.

Classifier Micro F1 Macro F1
Dummy Classifier 0.24 0.08
Support Vector Machine 0.49 0.33
Decision Tree 0.34 0.35
Logistic Regression 0.52 0.38
Random Forest classifier 0.51 0.41
Naive Bayes classifier 0.54 0.42
FastText 0.56 0.59

4.2 Results of Learning on Various Linguistic
Features

To explore the role of various textual representations on the au-
tomatic genre identification of Slovene web texts, we conducted
text classification experiments with the fastText models on 6
feature sets:

o three lexical sets: a) baseline text, i.e., the original run-
ning text, b) preprocessed baseline text, i.e., baseline text
converted to lowercase and without punctuation, digits
and function words, c¢) lemmas, i.e., words reduced to their
base dictionary forms;

o three grammatical sets: a) part-of-speech (PoS), i.e., main
word types, b) morphosyntactic descriptors (MSD), i.e.,
extended PoS tags, c) syntactic dependencies, i.e., types of
words defined by their relation to other words.

First, by comparing the baseline representation and the prepro-
cessed representation, we aimed to determine whether common
preprocessing methods can improve the results in the AGI task.
As shown in Table 4, the results reveal that applying preprocess-
ing methods improves the performance, especially on the micro
F1 level. Analysis of the F1 scores obtained for each label in Figure
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Table 4: Average micro and macro F1 scores obtained from
five runs of training and testing on each representation
separately.

Representation Micro F1 Macro F1
Baseline Text 0.560 £ 0.00  0.589 + 0.00
Preprocessed Baseline  0.596 + 0.00  0.597 + 0.00
Lemmas 0.597 £0.01  0.601 £ 0.00

PoS 0.540 £ 0.01  0.547 = 0.01

MSD 0.563 £ 0.01  0.536 = 0.02
Dependencies 0.610 + 0.00 0.639 + 0.00

1 reveals that preprocessing especially improves the identifica-
tion of Promotion and News. The two labels are the most frequent
genre classes in the dataset which explains larger improvement
of the micro F1 scores. If we compare the baseline text and the
preprocessed text to the third lexical set, i.e., lemmas, the results
show that by using lowercase words, reduced to their dictionary
base form, the performance is further improved, although only
slightly, as can be seen in Table 4.

Secondly, we compared various lexical and grammatical fea-
ture sets, obtained with language processing tools. In previous
work, which analysed English genre datasets, lexical features
yielded better results than grammatical feature sets ([4], [6], [7]).
Our results revealed that this conclusion holds also for Slovene
when training on part-of-speech tags. Similar conclusion can be
made for the extended part-of-speech tags (MSD) which only
slightly improve the micro F1 scores compared to the baseline
while there is a decrease in the macro F1 scores (see Table 4).
However, the third grammatical feature set, consisting of tags for
syntactic dependencies, which was not used in previous work,
significantly outperformed the baseline text and all other fea-
ture sets. As shown in Figure 1, the improvement is especially
noticeable for the categories Forum, Opinion/Argumentation and
News. By learning on the dependencies instead on lexical fea-
tures, the model learns from the structure of the sentences in
the text, i.e., the syntax, instead of word meanings that can be
more related to topic than genre, which could be the reason why
this representation was revealed to be the most beneficial for the
task.

As in previous work (see [4]), the experiments have revealed a
dependence between the text representation and performance on
specific genre labels, which is illustrated in Figure 1. The results
show that Promotion and Information/Explanation can be most
successfully identified when learning purely on the meaning of
the words, i.e., on lemmas. In contrast to that, for identifying
News, grammatical representations are more useful than lexical
ones. Similarly, Opinion/Argumentation benefits more from gram-
matical feature sets than lexical representations, except in case
of the MSD tags which significantly decreased the results for this
class, yielding F1 scores below 0.3. Interestingly, although Forum
is the least frequent label, its features seem to be the easiest to
identify in the majority of representations. This genre benefits
the most from learning on syntactic dependencies tags, which
yielded F1 scores of almost 0.9.

5 CONCLUSIONS

In this paper, we have investigated the dependence of automatic
genre classification on the lexical and grammatical representation
of text. Our experiments, performed on three lexical and three
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Figure 1: The impact of various linguistic features on the F1 scores of genre labels (Information/Explanation, Promotion,

News, Forum and Opinion/Argumentation).

grammatical feature sets, revealed that the choice of textual rep-
resentation impacts the results of automatic genre identification.
Similarly to previous work, it was revealed that part-of-speech
features give worse results than lexical features. However, a gram-
matical feature set, consisting of syntactic dependencies, that has
not been studied in previous work, revealed to be the most ben-
eficial for the automatic genre identification task. Furthermore,
the experiments revealed variation between genres regarding the
impact of feature sets on the F1 scores of each label. While some
genres, such as Promotion, benefit more from learning on lexical
features, others, such as Opinion/Argumentation, benefit more
from grammatical representations.

However, it should be noted that this study has been limited
to the 5 most frequent genre labels, as the previous experiments
showed that the fastText model is not potent enough to iden-
tify other categories represented by a small number of instances
([3])- Thus, the results of these experiments give insight into
which linguistic features are the most important for differentiat-
ing between the five most frequent genres, not for identifying the
24 original labels that encompass all the genre variation found
on the web, and include noise. This is why we plan to continue
genre annotation campaigns to enlarge the Slovene genre dataset,
which would allow extending the analysis to all genre labels. In
addition to this, as we are interested in cross-lingual genre iden-
tification, in the future, we plan to analyse the importance of
linguistic feature sets on the Croatian and English genre datasets
to analyse whether the characteristics of genre labels are lan-
guage independent.

The fastText model was revealed to be useful for the anal-
ysis of the impact of linguistic features on the AGI task, how-
ever, previous work on automatic genre identification using the
GINCO dataset revealed that if the aim of the research is to create
the best-performing classifier and not to analyse the impact on
the performance, the Transformer-based pre-trained language
models are much more suitable for the task ([3]). This was also
confirmed by our experiments on the running text, where the
base-sized XLM-RoBERTa model reached micro and macro F1
scores 0.816 and 0.813, which is 22-26 points more than the fast-
Text model. Based on the findings from this paper, one of the
reasons why the Transformer models perform better could also
be that the Transformer text representations incorporate infor-
mation on syntax as well. In the future, we plan to investigate
this further, adapting the classifier heads so that the syntactic
information has a larger impact on the classification than the
lexical parts of the representation.
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ABSTRACT

We present a comparison of typical bag-of-words features with
stylistic features. We group the news articles published from
three different regions of the UK namely London, Wales, and
Scotland. Hierarchical clustering is performed using typical bag-
of-words and stylistic features. We present the performance of
25 stylistic features and compare them with the bag-of-words.
Our results show that bag-of-words are better to be used while
clustering news reporting at the regional level whereas stylistic
features are better to be used while clustering news reporting at
the level of news publishers/newspapers.

KEYWORDS

news reporting, topic modeling, stylistic features, clustering

1 INTRODUCTION

The role of content is an essential research topic in news spread-
ing. Media economics scholars especially showed their interest
in a variety of content forms since content analysis plays a vital
role in individual consumer decisions and political and economic
interactions [6]. The content basically refers to the type of lan-
guage that is used in the news. It is used to convey meaning and
it can impact social and psychological constructs such as social
relationships, emotions, and social hierarchy [8]. The everyday
act of reading the news is such a big area in which small dif-
ferences in reporting may shape how events are perceived, and
ultimately judged and remembered [5].

News reporting across different regions requires methods to
find reporting differences. [7] characterize the relationship be-
tween the volume of online opioid news reporting and measures
differences across different geographic and socio-economic lev-
els. Scholars across disciplines have explored the institutional,
organizational, and individual influences that study the quality
and quantity of coverage [3].

Features that could classify news reporting across different
regions can be adapted to classify the news. A detailed analysis of
textual features is performed by [1] where they derived multiple
features for creating clusters of news articles along with their
comments. These features include terms in the title, terms in
the first sentence, terms in the entire article, etc. Multi-view
clustering on multi-model data can provide common semantics
to improve learning effectiveness. It exploits different levels of

Permission to make digital or hard copies of part or all of this work for personal
or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for third-party components of this
work must be honored. For all other uses, contact the owner/author(s).
Information Society 2022, 10 October 2022, Ljubljana, Slovenia

© 2022 Copyright held by the owner/author(s).

London, United Kingdom

111

Stefan Postgraduate School
Jamova cesta 39
Ljubljana, Slovenia

Table 1: List of all the stylistic features that are used for
clustering,.

No. | Feature No. | Feature
1. | Percentage of Question Sentences | 2. | Average Sentence Length
3. | Percentage of Short Sentences 4. | Average Word Length
5. | Percentage of Long Sentences 6. | Percentage of Semicolons
P ta f Words with Si
7. ereentage of Words with Six 8. | Percentage of Punctuation marks
and More Letters
Percentage of Words with Two
9. and Three Letters 10. | Percentage of Pronouns
Py t f inati
11. ereemage o Coordinating 12. | Percentage of Prepositions
Conjunctions
13. | Percentage of Comma 14. | Percentage of Adverbs
15. | Percentage of Articles 16. | Percentage of Capitals
17. Percentage of Words with 18. | Percentage of Colons
One Syllable
19. | Percentage of Nouns 20. | Percentage of Determiners
21. | Percentage of Verbs 22. | Percentage of Digits
23. | Percentage of Adjectives 24. | Percentage of Full stop
25. | Percentage of Interjections

features from the raw features, including low-level features, high-
level features, and semantic features [16].

The news coverage registers the occurrence of specific events
promptly and reflects the different opinions of stakeholders [4].
We take Brexit as an event to be researched on the topic of news
reporting differences across the different regions of the UK. On
23 June 2016, the British electorate voted to leave the EU. This
event has already been studied following different aspects such
as fundamental characteristics of the voting population, driver
of the vote, political and social patterns, and possible failures in
communication [2, 9]. In this paper, we explore how different
stylistic features help in clustering news articles related to Brexit
than bag-of-words (BOW).

Following are the main scientific contributions of this paper:

(1) We present a comparison of clustering (using two different
textual features: bag-of-words and stylistic features) for
news reporting about Brexit in three different regions
(London, Scotland, and Wales) of the UK.

(2) We show in our experiments that the bag-of-words are
better to be used while clustering news reporting at the
regional level whereas stylistic features are better to be
used while clustering news reporting at the level of news
publishers/newspapers.

2 RELATED WORK

In this section, we review the related literature about topic mod-
elling, and different types of textual features.

2.1 Topic Modelling

Topic modelling is used to infer topics from the collection of text-
document. Some techniques used only frequent words whereas
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Table 2: Total number of news articles about Brexit pub-
lished in three different regions (London, Scotland, and
Wales).

Regions | Newspapers News articles | Total
bankofengland.co.uk 8
bbc.com 2209
dailymail.co.uk 768
Independent.co.uk 191
inews.co.uk 52
metro.co.uk 1
Neweconomics.org 1
rspb.org.uk 8

London theguardian.com 1167 o
theneweuropean.co.uk | 1
thesun.co.uk 235
cityam.com 3
conservativewomen.uk | 1
dailypost.co.uk 1
ft.com 2
mirror.co.uk 9
raeng.org.uk 1
standard.co.uk 20

Scotland | news.stv.tv 533 533
gov.wales 3

Wales nation.wales 122 280
Walesonline.co.uk 156

some use pooling to generate relevant topics and maintain co-
herence between topics [14]. Topics are typically represented by
a set of keywords. Examples of such algorithms are the Latent
Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA) and
Probabilistic Latent Semantic Analysis (LSA). Clustering-based
topic modelling is another solution.

2.2 Stylistic Features

News reporting differences can be reflected through one’s speech,
writing, and images etc [10, 12]. A language independent features
have been used for different tasks of NLP such as plagiarism de-
tection, author diarization. These features considers the text of
documents as a sequence of tokens (i.e. sentences, paragraphs,
documents). On the basis of these tokens, various types of sta-
tistics could be drawn from any language [13]. Stylistic features
represent the writing style of a document and have been used for
understanding the author writing styles in the past [10]. We use
it to explore the clustering of the news articles based on their re-
porting differences across different regions. Table 1 shows the list
of 25 stylistic features used for the development of our proposed
clustering of news articles.

2.3 Bag-of-words

A bag-of-words model is a way of extracting features from text. It
is basically a representation of text that describes the occurrence
of words within a document. It firstly identifies a vocabulary of
known words and then measures the presence of known words.
Topic modelling is typically based on the bag-of-words (BOW).
The essential idea of the topic model is that a document can
be represented by a mixture of latent topics and each topic is a
distribution over words [11].
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3 DATA COLLECTION

We collected news articles reporting on Brexit in the English lan-
guage from the UK Web Archive (UKWA). The dataset consists of
5061 news articles after pre-processing. Due to the unavailability
of news articles from other regions of the UK, we selected only
the regions (London, Scotland, and Wales) which have a sufficient
amount of news articles. Table 2 presents the number of news
articles published from different regions and by different news
publishers.

4 METHODOLOGY

The presented research focuses on clustering news articles. To
this end, we experiment clustering with the combination of dif-
ferent features observing their performance. Our methodology
consists on four steps and compares the performance of stylistic
features and bag-of-words in clustering news articles, as shown
in Figure 1.

In the first step, we select Brexit under topic and themes on
UK web archive!. After crawling the list of news articles, we ex-
tracted the meta data of news publishers from Wikipedia-infobox.
The meta-data extraction process is explained in our previous
work [15]. In this process, we extracted the headquarters of news
publishers. Due to the unavailability of news articles from other
regions of the UK, we selected only the regions (London, Scot-
land, and Wales) which have a sufficient amount of news articles.
In the second step, we perform parsing of the html web pages
and extract the body text.

-

Figure 1: Methodology to clustering regional news using
bag-of-words and stylistic features.

!https://www.webarchive.org.uk/en/ukwa/collection/910


https://www.webarchive.org.uk/en/ukwa/collection/910

Stylistic features in clustering news reporting

Since the third step required pre-processing for bag-of-words,
we convert the text to lowercase and remove the stop words and
punctuation marks. In the third step for the stylistic features,
we extract the stylistic features(see Table 1) for all three regions
and perform LSA (Latent Semantic Analysis). Similarly, for the
bag-of-words, we use the pre-processed text and perform LSA.
We also perform LSA on the combination of both types of fea-
tures. 100 latent dimensions have been used for LSA because
it is recommended. We perform LSA and hierarchical cluster-
ing using the python library SciPy, and scikit-learn and use the
weighted distance between clusters. After performing the LSA,
we apply hierarchical clustering and utilize two different types
of evaluation measures namely BCubed F1 and Silhouette Scores.
For LSA and hierarchical clustering, we use the python library
SciPy, and scikit-learn.

5 EXPERIMENTAL EVALUATION

We have performed experimental evaluations using intrinsic
(Silhouette) and extrinsic (BCubed-F) evaluation measures. The
intrinsic evaluation metrics are used to calculate the goodness
of a clustering technique whereas extrinsic evaluation metrics
are used to evaluate clustering performance. For extrinsic evalua-
tion, we consider clusters generated by k-means clustering using
typical bag-of-words as ground truth clusters. The value of k in
k-means clustering ranges from 2 to 20. K-means identifies k cen-
troids, and then allocates every data point to the nearest cluster
while keeping the centroids as small as possible. We cannot set
the value of k to 1 which means there are no other clusters to
allocate the nearest data point.
Silhouette is used to find cohesion. It ranges from -1 to 1. 1 means
clusters are well apart from each other and clearly distinguished.
0 means clusters are indifferent, or we can say that the distance
between clusters is not significant. -1 means clusters are assigned
in the wrong way.
BCubed F-measure defines precision as point precision, namely
how many points in the same cluster belong to its class. Similarly,
point recall represents how many points from its class appear in
its cluster.

b(i)-a(i)
max(a(i),b(i))
where S(i) is the silhouette coefficient of the data point i, a(i) is
the average distance between i and all the other data points in
the cluster to which i belongs, and b(i) is the average distance
from i to all clusters to which i does not belong.

e BCubed Precision and Recall:

e Silhouette Score: S(i) =

Correctness(i, j) = { 1,if L(i) = L(j) and C(j) = C(j)
0,ifotherwise

BCubed Precision = % Zfil >

Correctness(i,j)
jeC(i) [C@)]

Correctness(i,j)

_ 1 N
BCubed Recall = iy ¥;5, Z].GL(I.) 1261

where |C(i)| and |L(i)| denote the sizes of the sets C(i) and L(i),
respectively. L(i) and C(i) denote the class and clusters of a point
i

. [ _ 2XBcubedPrecisionxBcubedRecall
* BCubed-F Score: F = BcubedPrecision+BcubedRecall

6 RESULTS AND ANALYSIS

Figure 2 shows the three line graphs. Each graph shows Silhouette
scores across a different number of clusters (from 2 to 20) repre-
senting different regions of the UK such as Scotland, Wales, and
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London respectively. Blue and red lines represent bag-of-words
(BOW) and stylistic features.

We can see that for all three graphs, the silhouette score of
stylistic features is significantly high for all three regions except
at one point for Scotland. It means that cohesion is higher and the
distance between the clusters is more significant using stylistic
features than BOW which is mostly too close to 0. It suggests
that these features are better at partitioning news articles into
clusters than BOW.

Bag-of-words vs Stylometric Features (Scotland)

0.9 Features
—— Bag_of_words
—— Stylistic_Features

Silhouette Scores

5 10 15

No. of dusters

Bag-of-words vs Stylometric Features (Wales)

L Features
—— Bag_of_words
—— Stylistic_Features

Silhouette Scores

s 10 15

No. of clusters

Bag-of-words vs Stylometric Features (London)

Features
0.9 —— Bag_of_words
—— Stylistic_Features

Silhouette Scores

5 10 15

No. of dusters

Figure 2: The line graphs represent average silhouette
scores across a different number of clusters. The blue line
represents the score generated using bag-of-words and the
red line represents the score generated using stylistic fea-
tures. The three-line graphs are generated for three differ-
ent regions Scotland, Wales, and London respectively.
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Table 3: The group of news articles published from three
different regions of the UK is considered as ground truth
clusters and the Bcubed-F score is calculated using three
types of features including bag-of-words, stylistic features,
and a combination of both types of features.

No. | Features Bcubed-F Score
1. | Bag-of-words 0.75
2. | Bag-of-words and stylistic features 0.51
3. | Stylistic features 0.54

Table 4: The group of news articles published from 22 dif-
ferent news publishers of the UK is considered as ground
truth clusters and the Bcubed-F score is calculated using
three types of features including bag-of-words, stylistic
features, and a combination of both types of features.

No. | Features Bcubed-F Score
1. | Bag-of-words 0.53
2. | Bag-of-words and stylistic features 0.57
3. | Stylistic features 0.66

However, it is insufficient to say that stylistic features are
better for news reporting differences at this stage because it is not
necessary that the resulting clusters by internal partitioning can
be equal to the ones that are based on news reporting differences.

We consider each region (London, Scotland, and Wales) as a
ground truth cluster of the news articles published in that region.
Table 3 shows Bcubed-F scores when the ground truth clusters
were matched with the one that was created using bag-of-words,
stylistic features, and a combination of both types of features.
Similarly, we consider each newspaper/news publisher shown in
Table 2 as a ground truth cluster of the news articles published by
that newspaper/news publisher. Table 4 shows Bcubed-F scores
when the ground truth clusters were matched with the one that
was created using bag-of-words, stylistic features, and a combi-
nation of both types of features. The scores using bag-of-words
considering regions as ground truth clusters are significantly
high (0.75) than stylistic features (0.54) and a combination of all
features (0.51). The scores using stylistic features considering
newspaper/news publishers as ground truth clusters are signifi-
cantly high (0.66) than bag-of-words (0.53) and a combination of
all features (0.57). The higher scores in regional news reporting
suggest that bag-of-words is better to be used for clustering or
classification because the newspapers/news publishers report in
different styles in a certain region. Similarly, when it comes to
classifying or clustering news reporting across different news-
papers/news publishers then stylistic features are more useful
because the newspapers/news publishers follow a different re-
porting style.

7 CONCLUSIONS

In this paper, we have presented the comparison of different
features observing their performance over clustering news arti-
cles. The goal of this work was to investigate the performance of
stylistic features and typical bag-of-words. The data consists of
news articles about a popular event Brexit that are collected from
UKWA. These news articles belong to three different regions of
the UK including Scotland, London, and Wales. Our experimental
results suggest that bag-of-words are better to be used while
clustering news reporting at the regional level whereas stylistic
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features are better to be used while clustering news reporting at
the level of news publishers/newspapers.
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Automatically Generating Text from Film Material —
A Comparison of Three Models

Sebastian Koreni¢ Tratnik
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Ljubljana, Slovenia

ABSTRACT

The paper focuses on audio analysis and text generation using
film material as an example. The proposed approach is done
by using three different models (Wav2Vec2, HuBERT, S2T)
to process the sound from different audio-visual units. A
comparative analysis shows the strengths of different models
and factors of different materials that determine the quality of
text generation for functional film annotation applications.

KEYWORDS
Text generation, automated transcription, cinema, film, video

1 INTRODUCTION

Applications like automatic text captions for video materials
have become more and popular and extensively used by users
on different media, spanning from the computer, television,
smartphones and other technologies that enable audio-visual
consumption. However, even though these applications have
to an extent already become a staple in our everyday lives,
their performance often varies and still has not reached
optimal functionality. There are many challenges when we
work with text generation out of audio-visual materials.
These span from the structure and quality, the type or
category of sound, the age of the recordings and the models
on which such translation is based on. The main goal of this
paper is to provide a practical demonstration of a few basic
models for automatic annotation. The goal is to take into
account the currently most common procedures of such an
endeavour and figure out how to minimize the loss function
of the models to allow an optimal generation of text out of
film or video more sufficiently.

The rest of this paper is organized in the following way.
Section 2 provides a description of the problem in the context
of contemporary consumption of audio-visual materials via
most popular information and communication technologies.
Section 3 delineates the methodology used and describes the
approach used to tackle the problem in a concrete
demonstration. Section 4 presents the models being used and
describes our implementation of them, specifying the
dynamics of the obtained results. A conclusion is reached in
section 5, where the paper offers a discussion on the outcome
and possible directions for future work.
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2 PROBLEM DESCRIPTION

In recent years, audio-visual data has become as influent if
not more influent as traditional text-based information. With
this, the task of extracting information from the former and
transforming it into the latter is becoming useful for different
purposes [1, 2]. One example is that text annotations enable
better comprehension in cases of bad sound quality or even
allow the material to be understood in situations where sound
consumption is impossible. Another one is a possible speed
up of the video that the annotations provide due to their ability
to keep the content integral in a clear graphic form. The
consumption process can be made more time efficient with
textual information compensating for the distortions of audio-
visual quality that can be brought about with the
manipulations of playing options. Furthermore, in a general
sense, combining audio-visual material with text can solve
many problems on different levels of film or video
production. This can span from the preparing phases of pre-
production such as writing the script, to the post-production
phases where one needs good orientation over a vast quantity
of material. Proper text generation can facilitate easier
orientation in such work and allows for more efficient
organization of the media materials.

In this paper, we will focus on those components that
contribute to the quality of proper automated text generation
as a prerequisite of such developmental strategies. The main
contributions of this paper are: (1) an analysis of the factors
that influence automatic transcription of film or video
material (2) implementation and comparison of a few
different models for sound annotation (3) reflection on how
this process can be used for more complex tasks

3 METHODOLOGY

The problem we are solving is to take a piece of audio-visual
material, convert it into a code that a model for automatic text
generation can take as input and then generate output of text
that matches the sound recording of the input in an optimal
way. An optimal result should provide a close
correspondence of the utterances in the film material and
eventually identify different types and categories of sound
such as dialogue, noise, music etc. We will do an analysis of
the factors that influence the quality of automatically
generated transcriptions in the following steps: 1) a
comparison of different models for generating text from
audio files, 2) an analysis of how the quality of transcriptions
differs in relation to noise in the background (silence, music,



dialogues), 3) an evaluation of how the clarity of speech
influences the quality of transcriptions, and 4) an assessment
to what extent it is more difficult to generate quality
transcriptions from older audio-inscriptions (films).

Reflecting on the results of our procedure, we will think about
how to improve the quality in cases when quality of
transcriptions is bad. Aside from quality we will measure the
time demands of models, that is how much time do the models
need to generate transcriptions from the audio writing.

The following model were used:

1) Wav2Vec2 [4] is a framework for self-supervised
representation learning from raw audio that was made open-
source by Facebook. It is the first Automatic Speech
recognition model included in Transformers as one of the
central parts of Natural Language Processing. Figure 1 shows
the model’s architecture.

Multilingual quantized
latent speech representations

English

Chinese

‘ Masked

y V V.V V¥ N
e B DR R

Figure 1. Wav2Vec? learns speech units from multiple languages
using cross-lingual training [4].

French

The model starts by processing the raw waveform with a
multilayer convolutional neural network. This yields latent
audio representations of 25ms that are fed into a quantizer and
a transformer. From an inventory of learned units, the
quantizer chooses appropriate ones, while half of the
representations are masked before being used. The
transformer then adds information from the whole of the
audio sequence and with the output leads to solving the
contrasting task with the model identifying the correct
quantized speech units for the masked positions.

2) HuBERT [3] (Hidden-Unit BERT) is an approach for self-
supervised speech representation that uses masking in a
similar way and in addition adds an offline clustering step that
provides aligned target labels for a prediction loss. This
prediction loss is applied over the masked regions, which
leads the model to learn a combined language and acoustic
model over the continuous inputs. By focusing on the
consistency of the unsupervised clustering step rather than the
intrinsic quality of the assigned cluster labels, HUBERT can
either match or improve the Wav2Vec2 model. Figure 2
shows the model’s architecture.
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Figure 2. HuBERT predicts hidden clusters assignments using
masked frames (v), y3, v4 in the figure) generated by one or more
iterations of k-means clustering [7].

3) S2T [5] (Speech2Text) is a transformer-based encoder-
decoder (seq2seq) model that uses a convolutional
downsampler to dramatically reduce the length of audio
inputs over one half before they are fed into the encoder. It
generates the transcripts autoregressively and is trained with
standard autoregressive cross-entropy loss.

4 EXPERIMENT SETTING

4.1 Evaluation metric

We have used WER (Word error rate) as the metric of the
performance of the models which computes the error rate on
the comparison of substitutions, deletions, insertions and
correct words. Original text was used for each of the model
and each film example, removing the punctuation.

where...

S = number of substitutions

D = number of deletions

I = number of insertions

N N = number of words in the reference

S+D+l1
WER =

4.2 Data set

The dataset was formed with clips of different films. The
films used were classics of world cinema (The Godfather,
2001: A Space Odyssey, Star Wars, Frankenstein, Fight Club,
Paris, Texas, Scent of A Woman, Tomorrow and Tomorrow
and Tomorrow). 14 clips of sizes spanning from 5 to 30
seconds were used with the lengthier ones incorporating
different sound contents (like speech, shouting, whispering
etc.). The first step was to prepare the audio in such a format
that the models will be able to read it, so the clips were
changed from mp4 to wav. An online converter,
cloudconvert [https://cloudconvert.com], was used as the
clips were fairly short and the results could be directly added
to the Kaggle dataset from the browser itself.
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Figure 3: A superposition of waveform graphs of all the examples.

4.3 Implementation details

Programming was done on Kaggle, where code was written
in Python and after the experiments were set up, and the GPU
was activated for faster computation. The general process
using each of the models is the following. First, an encoder
takes raw data and puts it in the model. In our demonstration,
tokenizers were used at the start, but as S2T tokenizers was
not equipped to get the audio, it had to be changed to a
processor. To retain consistency, the same step was applied
to the other two models as well. Once data gets in the model,
the model predicts particular syllables for each sound with
certain probabilities and then in an additional step selects
those with the highest probability based in the context of the
semantic whole of the sentence. In the final step, the decoder
(again the tokenizers / the processors) takes the output of the
model and transforms it into text.

5S EXPERIMENT RESULTS

The ground rules for our project were that each model had a
particular function that took sound as input and produced text
as output with each audio having the text extracted separately.
Subsequently different models were compared according to
the accuracy of the results according to different criteria and
a variety of scenarios (noise, music, number of characters,
tempo of speech etc.). We will illustrate the obtained results
via a concrete example. We will take a clip with relatively
clear sound from the film A Few Good Men (1992), a
digitized version of a well preserved celluloid film. The sound
is clear and the dialogue takes places in a court practically in
complete silence of the surroundings with the speech
changing from normal tone to screaming. The clip is 22
seconds long and its waveform is shown in Figure 4. The
original text is as following:

A: Did you order the Code Red?!

B: You don't have to answer that question!

C: I'll answer the question. You want answers?

A: I think I’m entitled!

C: You want answers!?

A: I want the truth!

C: You can’t handle the truth! Son, we live in a world that has
walls, and those walls have to be guarded by men with guns.
Who's gonna do it? You? You, Lieutenant Weinberg?

The produced transcriptions are as follows:

Wav2Vec2:

YOU WAR THE CORA YOU DON'T HAVE TO ANSWER THE QU
ESTION I'LL ANSWER THE QUESTION YOU WANT ANSWERS I
THINK I'M ENTITLE YOU WANT ANT A AT THE TRUE YOU CA
N'T HANDLE THE TRUTH SON WE LIVE IN A WORLD THAT H
AS WALLS AND THOSE WALLS HAVE TO BE GUARDED BY ME

118

N WITH GUNS WHO'S GON TO DO IT YOU YOU LIEUTENANT
WINEBERG

HuBERT:

OMARTER TE CORET YOU DON'T HAVE TO ANSWER THAT Q
UESTION I'LL ANSWER THE QUESTION YOU WANT ANSWERS
I THINK I'M ENTITLED YOU WANT ANSWERRTHE TRUTH YO
U CAN'T HANDLE THE TRUTH SON WE LIVE IN A WORLD TH
AT HAS WALLS AND THOSE WALLS HAVE TO BE GUARDED B
YMEN WITH GUNS WHO'S GOING TO DO IT YOU YOU LIEUT
ENANT WINBURG

S2T:

DEAR LORD THE CORRET YOU DON'T HAVE THE ANSWER T
HAT QUESTION I'LL ANSWER THE QUESTION YOU WANT AN
SWERS BUT THEY CAN'T ENTITLE YOU ONE AND THE TRUTH
YOU CAN'T HANDLE THE TRUTH SOME WE LIVE IN A WORL
D THAT HAS WALLS AND THOSE WALLS HAVE TO BE GUARD
ED BY MEN WITH GUNS WHOSE TENANT DO IT YOU LIEUTE
NANT WINEBURG THOSE HAVE TO BE GUARDED BY MEN WI
TH GUNS WHOSE CANNON DO IT YOU YOU LIEUTENANT WI
NEBURG YOU LIEUTENANT WINEBURG

0 5 10 15 20

Figure 4. A scene from A Few Good Men (1992), a still and
waveform graph from the used sequence.

The lower the WER number, the better the results. The
models did not have a noticeable variation of speed, while
the quality of their performance varied due to different
factors. Hubert gave overall the best results from the point of
view of readability. According to the rate of correspondence
between input audio and output text, HuBERT comparably
gave the better rate of the transcription in case of videos with
poor audio quality from Wav2Vec2, i.e. that from older or
damaged films, while Wav2Vec2 gave better performance in
case of background music, but had the tendency of adding
too much insertions. S2T had the tendency to produce
mistakes, seen in peaking numbers over 1.0. The overall
results are given in Table 1.

It is important to note that the average given does not reflect
the better overall accuracy, but is the sum of different factors.
So the models can be good at transcribing particular words,
but can add or drop extra words in the process and therefore
make the overall text less comprehensible. An important
factor is the way the original text that is used for comparison
is written — omitting punctuations and properly writing the
words even if they are mispronounced will improve the
results. Finally, it is crucial that all the texts are in caps lock,
or the comparison won’t work and will produce misleading
results.

As the used example shows, it is mostly clarity of speech that
will determine how the models perform. As the models were
pre-trained and were not trained according to the specific data
used, they were in general surprisingly efficient. The



discrepancies in different treatments of the same audio are
visible, but in general as long as the dialogue was clear, the
results were comparable. Music seemed to cause bigger
problems for the model than background noise, while
additional speech in the background proved most
problematic. Emotional influences on speech did not prove
that problematic and even affective utterances were
transcribed comparably with neutral speech if the sound data
was of high quality.

Table 1. The WER scores for each model. The bold values
represent the best performances on the given clip. The best
performing model is HuBERT.

Clip number Wav2Vec2 HuBERT S2T
1 69% 53% 91%
2 100% 0% 100%

3 100% 95% 95%

4 27% 30% 36%

5 17% 17% 17%

6 39% 18% 43%

7 28% 28% 64%

8 70% 46% 55%
9 50% 25% 100%

10 57% 37% 73%

11 62% 38% 51%
12 100% 95% 100%

13 60% 33% 73%

14 9% 4% 9%
Average 56% 37% 65%

The WER usually shows the results in a metric between 0 and
1, however in case the annotation results were extremely
unsuccessful, the higher extreme may surpass the limit. In our
case, up to 1.6 was reached, however in the chart, it was
limited down to 1.0 for purposes of clarity.

5 DISCUSSION AND FURTHER WORK

So as a general principle, when taking clips from films, the
main factor that can potentially influence the quality of the
generated text in a negative way is the background noise. As
one can expect, the model will work best when nothing is in
the background and worst when people are talking in the
background. Ideally, to improve the quality one would train
the models for the specific material, using a similar type of
material and accordingly doing a pre-classification according
to the main categories of sound analysis (ie. monologue,
dialog